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Columbia Metropolitan Convention Center Guide for Network Users 

For FREE Hot Spot wireless Internet access  

(2Mbps bandwidth shared among ALL free wireless users) 

¶ Hotspot wireless SSID = CMCC_Hotspot 

¶ Guest access login is required 

¶ For Guest access, please use your complete email address (ex.: johndoe@mycompany.com) 
 

Open your browser with an 802.11a/b/g/n compliant device and you will see the log in screen shown below. If 

your machine does not automatically redirect to the screen below, manually insert 

https://bluesocket.columbiacvb.com/login.pl into your address bar. 

Fill in the appropriate box (Donôt forget to check the óI accept termséô box) Then click on óLog Inô. 
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Jerrold J. Katz Young Scholar Award 

Named in memory of our friend and distinguished colleague, the Jerrold J. Katz Young Scholar Award 
recognizes the paper or poster presented at the Annual CUNY Conference on Human Sentence Processing 
that best exhibits the qualities of intellectual rigor, creativity, and independence of thought exemplified in 
Professor Katzôs life and work. Any first author of a presentation, who is pre-doctoral or up to three years post-
PhD and not yet tenured, is eligible for consideration. The amount of the award is $500. 

Previous Recipients 

Sol Lago and Wing Yee Chow (University of Maryland, College Park), jointly, for their paper entitled ñWord 
frequency affects pronouns and antecedents identically: Distributional evidenceò, presented at the 24th Annual 
CUNY Conference on Human Sentence Processing, Palo Alto, CA, March 2011.  

Adriana Hanulíková (Max Planck Institute for Psycholinguistics) for her paper entitled ñWhen grammatical 
errors do not matter: An ERP study on the effect of foreign-accent on syntactic processingò, presented at the 
23rd Annual CUNY Conference on Human Sentence Processing, New York, NY, March 2010.  

Adrian Staub (University of Massachusetts, Amherst) for his paper entitled ñThe timing of garden path effects 
on eye movements: Structural and lexical factorsò, presented at the 22nd Annual CUNY Conference on Human 
Sentence Processing, Davis, CA, March 2009. 

Gunnar Jacob (University of Dundee) for his paper entitled ñAn inter-lingual garden path? L1 interference in L2 
syntactic processingò, presented at the 21st Annual CUNY Conference on Human Sentence Processing, 
Chapel Hill, NC, March 2008.  

T. Florian Jaeger (University of Rochester) and Neal Snider (Stanford University), jointly, for their paper entitled 
ñImplicit learning and syntactic persistence: Surprisal and cumulativityò, presented at the 20th Annual CUNY 
Conference on Human Sentence Processing, La Jolla, CA, March 2007. 

Scott Jackson (University of Arizona), for his paper entitled ñProsody and logical scope in Englishò, presented 
at the 19th Annual CUNY Conference on Human Sentence Processing, New York, NY, March 2006. 

Sachiko Aoshima (American University), for her paper entitled ñThe source of the bias for longer filler-gap 
dependencies in Japaneseò, presented at the 18th Annual CUNY Conference on Human Sentence Processing, 
Tucson, AZ, MarchïApril 2005. 

Andrew Nevins (Massachusetts Institute of Technology), for his paper entitled ñSyntactic and semantic 
predictors of tense: An ERP investigation of Hindiò, presented at the 17th Annual CUNY Conference on Human 
Sentence Processing, College Park, MD, March 2004.  

Britta Stolterfoht (Max Planck Institute of Cognitive Neuroscience), for her poster entitled ñThe difference 
between the processing of implicit prosody and focus structure during reading: Evidence from brain-related 
potentials,ò presented at the 16th Annual CUNY Conference on Human Sentence Processing, Cambridge, MA, 
March 2003.  

John Hale (Johns Hopkins University), for his paper entitled ñThe information conveyed by words in sentences,ò 
presented at the 15th Annual CUNY Conference on Human Sentence Processing, New York, NY, March 2002. 

Award Fund - To make a contribution to the Jerrold J. Katz Fund, please send a check made out to ñCUNY 
Graduate Center (with the notation ñJerrold J. Katz Fundò in the memo line) to: Diane C. Bradley (Katz Award 
Fund), Ph.D. Program in Linguistics, CUNY Graduate Center, 365 Fifth Avenue, New York, NY, 10016-4309. 
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Special Session 

Theories of Sentence Processing and the Neuroscience of Language 

The cognitively based theories that are influential in psycholinguistics today are largely based on non-neural 
data and theoretical constructs. Theories of sentence processing are still largely based on formal linguistic 
models of grammar as well as cognitive models of memory, attention, and learning. Ultimately, however, given 
that language processing must take place in a physical structure, our goal must be to develop theories that are 
biologically plausible and compatible with other theories in the cognitive neurosciences. This brings us to the 
fundamental question we want our speakers to address in the special session: Does the basic architecture of 
language developed in the 1950s and 1960s based primarily on linguistic evidence, or in the 1980s and 1990s 
based on statistical constraint based models, survive an era of brain imaging, brain stimulation, and 
sophisticated cognitive neuropsychology? If not, how should we carve up the language system based on what 
we have learned from the entire range of relevant evidence, including linguistic, behavioral, and biological? Our 
view is that now is the time to revisit the entire architecture of the language system and to ask whether the 
modules, architectures, and processing systems that have been assumed up to now need to be profoundly 
revised in light of what is known about language and the brain. The special session will bring together six 
prominent researchers with diverse backgrounds to consider this basic issue. All have extensive experience 
working on the neuroscience of language using a range of methods and techniques, all are major figures in the 
field of language who represent different theoretical perspectives, and all have made major contributions to the 
literature on language processing. Yet they all have unique and complementary expertise in the neuroscience 
of language, which makes them uniquely qualified to begin this challenging but important conversation. 

Invited Speakers 

Evelina Fedorenko is a research scientist in the Department of Brain & Cognitive 
Sciences at MIT. She seeks to understand the nature of the representations and 
computations that underlie language understanding and production, focusing especially 
on brain localization for different language functions. She is also interested in the 
relationship between the language system and other cognitive/neural systems.  
 

 

Julius Fridriksson is a Professor in the Department of Communication Science and 
Disorders at the University of South Carolina. His research focuses on understanding 
speech comprehension and production in normal and disorder populations, particularly 
those who have suffered stroke. His research relies on technologies such as Magnetic 
Resonance Imaging and transcranial Direct Current Stimulation (tDCS). 
  

Peter Hagoort is director of the Max Planck Institute for Psycholinguistics (since 
November 2006), the founding director of the Donders Centre for Cognitive 
Neuroimaging (1999), and a professor in cognitive neuroscience at the Radboud 
University Nijmegen. His research interests relate to the domain of the human language 
faculty and how it is instantiated in the brain. In his research he applies neuroimaging 
techniques such as ERP, MEG, PET and fMRI to investigate the language system and its 
impairments as in healthy adults as well as in conditions such as aphasia, dyslexia and 
autism. 
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Gina R Kuperberg is an Associate Professor in the Dept. of Psychology at Tufts 
University and an Associate Psychiatrist in the Dept. of Psychiatry at Massachusetts 
General Hospital. Her lab focuses on the cognitive neuroscience of thought and language 
in healthy individuals and in those with psychiatric disorders. She uses ERPs, MEG, and 
fMRI to study both the temporal and spatial dimensions of cognition in the brain. 
 

 

Liina Pylkkänen is an Associate Professor of Linguistics and Psychology at New York 
University. Her research aims to characterize the representational and processing 
properties of the combinatory system that supports linguistic creativity. Her research 
primarily makes use of MEG, which offers the best combination of temporal and spatial 
resolution among currently available cognitive neuroscience methods. 
 

 

Mark Seidenberg is Professor of Psychology at the University of Wisconsin, Investigator 
in the Communication and Cognitive Processes Unit of the Waisman Center, University 
of Wisconsin, and Senior Scientist at Haskins Labs, New Haven CT. Mark studies 
language and reading, with the goal of understanding how these skills are acquired and 
used, and the brain circuits that support them. The work involves a combination of 
behavioral studies, neuroimaging, and computational (connectionist) modeling. 
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8:15 ï 9:00  Registration, Coffee, and Light Breakfast 
 

Pre-Ballroom 

9:00 ï 11:00 Session 1     Ballrooms A & B 

 

9:00  Welcoming remarks.  Anne Bezuidenhout (University of South Carolina)  
9:15 Should psycholinguistics ignore the language of the brain? Peter Hagoort              

(Max Planck Institute for Psycholinguistics)  

 

35 

10:00 Sentence type effects in Granger causality analysis of MEG/EEG signal. David 
Caplan, David Gow, Reid Vancelette, Alexander Conrad Nied (MGH)  

 

36 

10:30 The P600 indexes rational error correction within a noisy-channel model of 
human communication. Edward Gibson1, Laura Stearns2, Leon Bergen1, Marianna 
Eddy1, Evelina Fedorenko1(1MIT, 2Wellesley College)  

 

37 

11:00 ï 11:30  Coffee break 
 

 

11:30 ï 1:00  Session 2 
 

 

11:30 To a man with a hammer everything looks like a nail: How explicit lexical 
predictions influence sentence processing ï an ERP study. Jakub Szewczyk1 and 
Herbert Schriefers2 (1Jagiellonian University, 2Radboud University)  

 

38 

12:00 Exploring representations of event duration in language. Gitte Joergensen and 
Silvia Gennari (University of York)  

 

39 

12:30 Bi-directional structural priming between mathematics and language.   
Christoph Scheepers1 and Patrick Sturt2 (1University of Glasgow, 2University of 
Edinburgh)  

 

40 

1:00 - 2:15    Lunch and Eyetracking Workshop  

 

 

2:15 ï 4:00  Session 3 
 

 

2:15 Building meanings in theory vs. in the brain. Liina Pylkkänen (New York University)  

 

41 

3:00 Teasing apart coercion and surprisal: Evidence from ERPs and eye-movements.  
Francesca Delogu, Heiner Drenhaus, Matthew Crocker (Saarland University)  

 

42 

3:30 The experiments that we finished: Structural separation reduces the cost of 
coercion. Matthew W. Lowder and Peter C. Gordon (University of North Carolina at 
Chapel Hill)  

 

43 

4:00 ï 4:30  Coffee break 
 

 

4:30 ï 6:30  Session 4 
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4:30 Going the distance: Pronoun resolution relies on direct-access retrieval from 
memory. Stephani Foraker and Bryan Wight (SUNY College at Buffalo)  

 

44 

5:00 Individual differences in anaphoric processing: Insights from mouse-tracking. 
Elsi Kaiser and Alexis Harper (University of Southern California)  

 

45 

5:30 Contributions of declarative memory to on-line reference resolution: Findings 
from amnesia. Sarah Brown-Schmidt1, Jake Kurczek2, Melissa Duff2(1University of 
Illinois, 2University of Iowa)  

 

46 

6:00 When timing is (almost) everything: Referential dynamics in parent-child 
interactions. John Trueswell1, Yi Lin1, Erica Cartmill2, Benjamin Armstrong1, Susan 
Goldin-Meadow2, Lila Gleitman1 (1Univ. of Pennsylvania, 2Univ. of Chicago)  

 

47 

6:30 - 8:30    Poster Session 1  
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8:15 ï 9:00  Late registration, coffee, and light breakfast 
 

Pre-Ballroom 

9:00 ï 10:45 Session 5     Ballrooms A & B 

 

9:00 Predicting meaning: What the brain tells us about the architecture of language 
comprehension. Gina Kuperberg (MGH/Tufts University) 

 

115 

9:45 Language processing in schizophrenia: Top-down & bottom-up effects. Hugh 
Rabagliati1, Nate Delaney-Busch2, Jesse Snedeker1, Gina Kuperberg2 (1Harvard 
University, 2Tufts University) 

 

116 

10:15 Predicting the foreseeable future: MEG evidence for preactivation of predicted 
words. Tal Linzen, Joseph Fruchter, Masha Westerlund, Alec Marantz (New York 
University) 

 

117 

10:45 ï 11:15  Coffee break 
 

11:15 ï 12:45  Session 6 
 

 

11:15 Interference in covert dependencies. Ming Xiang1, Yanling Cui2, Suiping Wang2 

(1University of Chicago, 2South China Normal University) 

 

118 

11:45 Trainability and selective transferability of conflict resolution skills to parsing 
and non-parsing domains. Erika Hussey, Susan Teubner-Rhodes, Alan Mishler, 
Isaiah Harbison, Jared Novick (University of Maryland) 

 

119 

12:15 The (un)automaticity of syntactic processing in language production: Structural 
priming is disrupted by verbal memory load. Iva Ivanova, Liane Wardlow Lane, 
Tamar Gollan, Victor Ferreira (UCSD) 

 

120 

12:45 - 2:45    Lunch and Poster Session 2   

 

 

2:45 - 4:30    Session 7  

 

 

2:45 Domain-specific vs. domain-general mechanisms in language learning and 
processing. Evelina Fedorenko (MIT) 

 

121 

3:30 Individual differences in verbal working memory predict reanalysis vs. 
integration difficulty in syntax-semantics conflict scenarios. Leif Oines, Albert Kim, 
Akira Miyake (University of Colorado Boulder) 

 

122 

4:00 Incremental parsing, gapping, and connectives. Masaya Yoshida1, Katy Carlson2, 
Michael Walsh Dickey3 (1Northwestern University, 2Morehead State University, 
3University of Pittsburgh) 

 

123 

4:30 ï 5:00  Coffee break 
 

 

5:00 ï 7:15  Session 8 
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5:00  Conference Organizers, Various  
5:15 Word order affects the time-course of sentence formulation in Tzeltal. Elisabeth 

Norcliffe, Agnieszka E. Konopka, Penelope Brown, Stephen C. Levinson (Max Planck 
Institute for Psycholinguistics) 

 

124 

5:45 The role of interactivity on cognitive alignment and decision making during 
dialogue. Moreno I. Coco1, Rick Dale2, Frank Keller1 (1University of Edinburgh, 
2University of California (Merced)) 

 

125 

6:15 Motor plans and linguistic perspective in action sentences: A causal role in 
comprehension. Madeleine Beveridge1, Daniel Casasanto2, Roberto Bottini2, Martin 
Pickering1 (1University of Edinburgh, 2New School for Social Research, New York) 

 

126 

6:45 Perspective taking in online language processing. Xiaobei Zheng and Richard 
Breheny (University of College London) 

 

127 
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8:15 ï 9:00  Late registration, coffee, and light breakfast 
 

Pre-Ballroom 

9:00 ï 10:45 Session 9     Ballrooms A & B 

 

9:00 Patient studies of language in the modern era. Julius Fridriksson (University of 
South Carolina) 

 

195 

9:45 Sentential context modulates early phases of visual word recognition: Evidence 
from a training manipulation. Vicky Lai1,2, Albert Kim3, James McQueen1,2,4 (1Max 
Planck Institute for Psycholinguistics; 2Donders Institute for Brain, Cognition and 
Behaviour, 3University of Colorado Boulder, 3Radboud University) 

 

196 

10:15 Partially activated words participate in combinatory semantic interpretation 
during sentence processing. Sarah Johnstone, John Trueswell, Delphine Dahan 
(University of Pennsylvania) 

 

197 

10:45 ï 11:15  Coffee break 
 

11:15 ï 12:45  Session 10 
 

11:15 Syntactic priming in comprehension: Priming óearlyô closure.  Matt 
Traxler, Megan Boudewyn, Tamara Swaab (UC Davis) 

 

198 

11:45 Local coherence and digging-in effects in German. Dario Paape,Titus von der 
Malsburg, Shravan Vasishth, (University of Potsdam) 

 

199 

12:15 Task effects on prosodic prominence. Andrés Buxó-Lugo, Joe Toscano, Duane 
Watson (University of Illinois at Urbana-Champaign) 

 

200 

12:45 - 2:45    Lunch and Poster Session 3  

 

 

2:45 - 4:30    Session 11  

 

 

2:45 I remember connectionism. Mark Seidenberg (University of Wisconsin-Madison)   

 

201 

3:30 Grammatical constraints on phonological encoding in speech production. 
Jordana Heller and Matthew Goldrick (Northwestern University) 

 

202 

4:00 More than words: The effect of multi-word frequency and constituency on 
phonetic duration. Inbal Arnon1 and Uriel Cohen Priva2 (1University of Haifa, 2Brown 
University) 

 

203 

4:30 ï 5:00  Coffee break 
 

 

5:00 ï 7:00  Session 12 
 

 

 
 
 

 
 

 
 
 



Saturday Program 

16 
 

5:00 Syntactic adaptation: Converging on the statistics of the linguistic 
environment.  Alex Fine1, Thomas Farmer2, T. Florian Jaeger1 (1University of 
Rochester, 2University of Iowa) 

 

204 

5:30 Direct experience versus abstract knowledge in linguistic processing.  Emily 
Morgan and Roger Levy (UCSD) 

 

205 

6:00 A rational inference approach to aphasic language comprehension.  Edward 
Gibson1, Chaleece Sandberg2, Evelina Fedorenko1, Swathi Kiran2 (1MIT, 2Boston 
University) 

 

206 

6:30 Comprehension and acquisition of contrastive prosody: Rational inference 
helps adults and children cope with noisy input. Chigusa Kurumada1, Meredith 
Brown2, Michael Tanenhaus2 (1Stanford University, 2University of Rochester) 

 

207 

  



Thursday, 6:30 ï 8:30 Poster Session 1 Pre-Ballroom 

17 
 

1.1 Processing of novel compounds in adults and children: One word or two? Yuki 
Hirose1, Takefumi Ohki1, Reiko Mazuka2 (1The University of Tokyo, 2RIKEN Brain Science 
Institute)  

 

51 

1.2 Thee, uhh, role of discourse status in three-year-olds' understanding of disfluent 
utterances. Sarah Owens and Susan Graham (University of Calgary)  

 

52 

1.3 Processing effects on grammar acquisition: Evidence from an artificial language study. 
Lucia Pozzan, Lila Gleitman, John Trueswell (University of Pennsylvania)  

 

53 

1.4 Can anaphoric dependencies be primed across languages? Evidence from Italian-
English bilinguals. Emily Fedele, Elsi Kaiser, Maria Luisa Zubizarreta (University of Southern 
California)  

 

54 

1.5 Children's and adults' processing of noun phrase conjunctions: An eye-
tracking study. Justine VanDyke-Lyon1, Lap-Ching Keung2, Fernanda Ferreira1 

(1University of South Carolina, 2University of North Carolina, Chapel Hill)  

 

55 

1.6 The online processing of the Japanese anaphoric expressions zibun-zisin and kare. 
Atsushi Yuhaku1 and Satoru Nakai2 (1Ritsumeikan University, 2Doshisha University)  

 

56 

1.7 Resolving temporary referential ambiguity using presupposed content. Jacopo Romoli1, 
Manizeh Khan2, Yasutada Sudo3, Jesse Snedeker2 (1Macquarie University, 2Harvard 
University, 3Institut Jean-Nicod, CNRS/ENS)  

 

57 

1.8 Coherence expectations underlie parallelism effects for conjoined clauses. Laura Kertz 
and Corey Cusimano (Brown University)  

 

58 

1.9 Effects of event-structure and topic/focus-marking on pronoun reference in Korean. 
Kitaek Kim, Theres Grüter, Amy Schafer (University of Hawai'i)  

 

59 

1.10 Clause structure matters: The role of left dislocations and clefts in pronoun resolution. 
Barbara Hemforth1, Israel de la Fuente Velasco2, Saveria Colonna3, Sarah Schimke4 (1LLF, 
CNRS, Paris Diderot, 2LLF, CNRS, Paris Diderot, Labex EFL, 3SFL, CNRS, Paris 8, 
4University of Osnabrück)  

 

60 

1.11 Online sensitivity to structural constraints on bound variable anaphora. Ian Cunnings1, 
Clare Patterson2, Claudia Felser2 (1University of Edinburgh, 2University of Potsdam)  

 

61 

1.12 Syntactic prominence in the processing of reference: Does subordination matter? Wei 
Cheng, Jenn Olejarczyk, Amit Almor (University of South Carolina)  

 

62 

1.13 Figuring out Kafka: Structural biases induce early sense commitment for metonyms. 
Joel Fishbein and Jesse Harris (Pomona College)  

 

63 

1.14 Walking the walk and talking the talk, and perceptually simulating both while reading. 
Mallory Stites and Kiel Christianson (University of Illinois, Urbana-Champaign)  

 

64 
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1.15 Can the bucket be kicked by him? ï The processing of passivized idiomatic and literal 
sentences. Laura Dörre and Eva Smolka (University of Konstanz)  

 

65 

1.16 Listen to the hand: Gestures shape the comprehension of ambiguous pronouns. 
Stephani Foraker and Megan Delo (SUNY College at Buffalo)  

 

66 

1.17 The Action-Sentence Compatibility Effect in American Sign Language. Kristen Secora1 
and Karen Emmorey2 (1San Diego State University and University of California at San Diego, 
2San Diego State University)  

 

67 

1.18 Case-marking affects word order: Evidence from the gesture paradigm. Eunice Lim, 
Evelina Fedorenko, Edward Gibson (MIT)  

 

68 

1.19 Grammatical role primes spatial attention. Timothy W. Boiteau and Amit Almor 
(University of South Carolina)  

 

69 

1.20 Weak and strong definites in sign language. Thais Sá, Guilherme Lourenço de Souza, 
Maria Luiza Cunha Lima (Universidade Federal de Minas Gerais)  

 

70 

1.21 What happened (and what didn't): Discourse constraints on alternative sets. Scott 
Fraundorf, Aaron Benjamin, Duane Watson (University of Illinois at Urbana-Champaign)  

 

71 

1.22 Implicit prosody and contextual bias in silent reading. Katherine McCurdy1, Gerrit 
Kentner2, Shravan Vasishth3 (1European Master in Clinical Linguistics (EMCL), 2Goethe-
Universität Frankfurt am Main, 3Universität Potsdam)  

 

72 

1.23 How focus particles like 'only' hamper the rejection of contrastive alternatives.  
Nicole Gotzner1, Katharina Spalek1, Isabell Wartenburger2 (1Humboldt-Universität zu Berlin, 
Collaborative Research Centre "Information Structure", 2Universität Potsdam, Collaborative 
Research Centre "Information Structure")  

 

73 

1.24 The effect of predictability in elided vs. non-elided constituents. Alex Fine and Jeff 
Runner (University of Rochester)  

 

74 

1.25 Accents and boundaries both affect attachment. Katy Carlson (Morehead State 
University)  

 

75 

1.26 What counts as given?: Deaccenting and givenness effects in spoken comprehension. 
Eun-Kyung Lee1, Tuan Lam2, Duane Watson3 (1Harvard University, 2Northwestern University, 
3University of Illinois at Urbana-Champaign)  

 

76 

1.27 Effects of distal prosody on perceived word stress and syntactic ambiguity resolution. 
Nina Gumkowski1 and Mara Breen2 (1Haskins Laboratories, 2Mount Holyoke College)  

 

77 

1.28 A new look at negative sentence verification. Ye Tian1, Richard Breheny1, Heather 
Ferguson2 (1University College London, UK, 2University of Kent, UK)  

 

78 
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1.29 The hypothetical property of "if"-statements: A visual-world paradigm eye-tracking 
study. Likan Zhan, Stephen Crain, Peng Zhou (Macquarie University)  

 

79 

1.30 Implicatures in uncooperative contexts: Evidence from a visual world paradigm. Anna 
Pryslopska (Eberhard Karls Universität Tübingen, SFB 833)  

 

80 

1.31 Focus inhibits free associates. Mary Byram Washburn, Elsi Kaiser, Maria Luisa Zubizarreta 
(University of Southern California)  

 

81 

1.32 Incremental computation of scalar implicatures: An ERP study. Les Sikos, Sam 
Tomlinson, Hilary Traut, Daniel Grodner (Swarthmore College)  

 

82 

1.33 Stress position congruency hinders word production: Evidence from the picture-word 
interference paradigm. Claudio Mulatti1, Simone Sulpizio2, Remo Job2 (1University of Padua, 
2University of Trento)  

 

83 

1.34 Lexical differentiation in language production and comprehension. Si On Yoon and 
Sarah Brown-Schmidt (University of Illinois, Urbana-Champaign)  

 

84 

1.35 Does message similarity facilitate sentence formulation? Agnieszka Konopka1, Stefanie 
Kuchinsky2, Antje Meyer3 (1Max Planck Institute for Psycholinguistics; Donders Institute for 
Brain, Cognition, and Behavior, 2Medical University of South Carolina, 3Max Planck Institute for 
Psycholinguistics; Radboud Universiteit Nijmegen)  

 

85 

1.36 Incremental planning of complex noun phrases in sentence production. Maureen 
Gillespie1, Victor S. Ferreira2, T. Florian Jaeger3 (1University of New Hampshire, 2University of 
California San Diego, 3University of Rochester)  

 

86 

1.37 Modeling word duration in language production. Andrés Buxó-Lugo, Dominique Simmons, 
Duane Watson (University of Illinois at Urbana-Champaign)  

 

87 

1.38 How do speakers think for speaking in a VOS language? Takuya Kubo1, Manami Sato1, 
Hajime Ono2, Hiromu Sakai1 (1Hiroshima University, 2Kinki University)  

 

88 

1.39 Comparing measures of word confusability and their effect on speech production. 
Esteban Buz and T. Florian Jaeger (University of Rochester)  

 

89 

1.40 Structure selection during sentence production: A role for executive control? Maartje 
van de Velde1, Agnieszka E. Konopka1, Antje S. Meyer2 (1MPI for Psycholinguistics, Nijmegen, 
2MPI for Psycholinguistics and Radboud University, Nijmegen)  

 

90 

1.41 Effects of animacy on processing relative clauses in older and younger adults. Gayle 
DeDe (University of Arizona)  

 

91 

1.42 Effects of syntactic complexity in an incremental sentence/sentence dual task. Joshua 
Levy1 and William Evans2 (1University of Massachusetts Amherst, 2Boston University)  

 

92 
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1.43 Verbal WM capacities in sentence comprehension: Evidence from aphasia. Yingying 
Tan1, Randi Martin1, Julie Van Dyke2 (1Rice University, 2Haskins Laboratories)  

 

93 

1.44 Modeling individual differences in processing deficits in aphasia. Umesh Patil, Sandra 
Hanne, Shravan Vasishth, Frank Burchert (University of Potsdam)  

 

94 

1.45 Parasitic gaps inside subject islands in (non-)native sentence processing: Evidence 
from eye movements during reading. Oliver Boxell and Claudia Felser (University of 
Potsdam)  

 

95 

1.46 Aspectual interpretation and increment size: A cross-linguistic eyetracking study. Oliver 
Bott and Anja Gattnar (SFB 833, Tübingen University)  

 

96 

1.47 Dissociating reanalysis and semantic reinterpretation during garden-path recovery. 
Gunnar Jacob and Claudia Felser (Potsdam Research Institute for Multilingualism, University 
of Postdam)  

 

97 

1.48 Filler complexity in wh-extractions from islands and non-islands. Constantin Freitag and 
Sophie Repp (Humboldt-Universität zu Berlin)  

 

98 

1.49 Agreement violations in Arabic: Qualitative ERP differences between singular and plural 
subjects. R. Muralikrishnan1 and Ali Idrissi2 (1New York University Abu Dhabi, 2UAE University 
Al Ain)  

 

99 

1.50 Acceptability of grammatical and ungrammatical doubly nested relative clause 
structures in Spanish: some evidence in favor of usage-based approaches. Florencia 
Reali (Universidad de los Andes)  

 

100 

1.51 Retrieval respects crossover. Dave Kush, Colin Phillips, Jeff Lidz (University of 
Maryland, College Park)  

 

101 

1.52 The interpretation of elided reflexives in children and adults. Sharese King1 and Jeffrey 
Runner2 (1Stanford University, 2University of Rochester)  

 

102 

1.53 Effects of ólong-before-shortô on processing of canonical and scrambled order in 
Japanese. Katsuo Tamaoka1, Chi Yui Leung1, Sachiko Kiyama2 (1Nagoya University, 2National 
Center for Geriatrics and Gerontology)  

 

103 

1.54 Resumption rescues islands after all: An experimental investigation of Italian and 
English. Andrea Beltrama and Ming Xiang (University of Chicago)  

 

104 

1.55 A connectionist model of Mandarin relative clause processing asymmetries. Yaling 
Hsiao and Maryellen MacDonald (University of Wisconsin-Madison)  

 

105 

1.56 Effects of verb meaning on lexical integration in agrammatic aphasia. Jennifer Mack, 
Woohyuk Ji, Cynthia Thompson (Northwestern University)  

 

106 
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1.57 Similarity-based interference is required for the LIFG effect of object extraction: 
Evidence from MEG. Kimberly Leiken and Liina Pylkkänen (New York University)  

 

107 

1.58 MEG evidence for neural mechanisms in the reading of Chinese compounds. Chun-
Hsien Hsu and Chia-Ying Lee (Academia Sinica)  

 

108 

1.59 What does the left prefrontal cortex do for sentence production? Evidence from tDCS. 
Nazbanou Nozari1, Jennifer Arnold2, Sharon Thompson-Schill1 (1University of Pennsylvania, 
2University of North Carolina at Chapel-Hill)  

 

109 

1.60 Chinese aphasic patientsô comprehension deficits with discourse-related constructions. 
Honglei Wang (Beihang University)  

 

110 

1.61 Distinguishing two routes to silent meaning in the brain. E. Matthew Husband1 and 
Fernanda Ferreira2 (1University of Oxford, 2University of South Carolina)  

 

111 

1.62 Events along the garden path: A reduced N400 and a P600 in semantically reversible 
discourse. Gina Kuperberg and Kristina Fanucci (MGH/Tufts)  

 

112 
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2.1 Discourse-driven biases in native- vs non-native speakers' coreference 
processing. Theres Grüter1, Hannah Rohde2, Amy J. Schafer1 (1University of Hawaii 
at Manoa, 2University of Edinburgh)  

 

131 

2.2 Online processing of English garden-path sentences by L2 learners: A visual 
world study. Lucia Pozzan and John Trueswell (University of Pennsylvania)  

 

132 

2.3 Word order and interference in online gap-filling by bilinguals. Irina Sekerina 
(College of Staten Island and the Graduate Center, CUNY)  

 

133 

2.4 Syntactic constraints in the processing of wh-movement by L2 learners. Adrienne 
Johnson, Alonso Canales, Rob Fiorentino, Alison Gabriele (University of Kansas)  

 

134 

2.5 Unfolding an event differently: An ERP study on L1 and L2 processing of 
grammatical aspect. Shengyan Long, Manami Sato, Hiromu Sakai (Hiroshima University)  

 

135 

2.6 Predictive use of case marking during sentence comprehension: An eye-tracking 
study of Turkish-speaking children (and adults). Duygu Özge1,2, Aylin Küntay1, Jesse 
Snedeker2 (1Koç University, 2Harvard University)  

 

136 

2.7 Sarcasm: Do you hear it now? Sara A. Peters1,2, Kathryn Wilson2, Amit Almor2 

(1Newberry College, 2University of South Carolina)  

 

137 

2.8 L2 processing of Arabic derivational morphology. Suzanne Freynik and Polly O'Rourke 
(University of Maryland)  

 

138 

2.9 Referential ambiguity and pronoun resolution: Evidence from pupillometry. Manizeh 
Khan and Jesse Snedeker (Harvard University)  

 

139 

2.10 The effect of phrase length on the form of referring expressions. Hossein Karimi1, Kumiko 
Fukumura2, Martin Pickering3, Fernanda Ferreira1 (1University of South Carolina, 2University of 
Strathclyde, 3University of Edinburgh)  

 

140 

2.11 The myth of the Overt Pronoun Constraint in Spanish. Carlos Gelormini1, David Huepe2, 
Eduar Herrera3, Timothy W. Boiteau4, Margherita Melloni1, Facundo Manes1, Adolfo Garcia5, 
Agustin Ibañez1 (1Institute of Cognitive Neurology, Buenos Aires, 2Universidad Diego Portales, 
3Universidad Autónoma del Caribe, 4University of South Carolina, 5Universidad Nacional de 
Córdoba)  

 

141 

2.12 What types of lexical information are reaccessed during pronoun processing? Sol Lago1, 
Shayne Sloggett2, Wing Yee Chow1, Colin Phillips1 (1University of Maryland, 2University of 
Massachusetts Amherst)  

 

142 

2.13 Disfluency primes. Sarah Brown-Schmidt (University of Illinois)  

 

143 

2.14 Contextual effects on the comprehension of speaker corrections: An ERP study. Justine 
VanDyke-Lyon1, E. Matthew Husband2, Fernanda Ferreira1, Nathan D. Maxfield3 (1University of 
South Carolina, 2St. Hughôs College, Oxford, 3University of South Florida)  

 

144 
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2.15 Lexical disambiguation using parafoveal information. Rukshin Shaher and Shravan 
Vasishth 
(University of Potsdam)  

 

145 

2.16 Morphological activation during spoken word recognition in Hebrew. Daphna Heller1 and 
Avital Deutsch2 (1University of Toronto, 2Hebrew University of Jerusalem)  

 

146 

2.17 Predictability and prediction: Are upcoming words pre-activated during sentence 
processing? Wonil Choi and Peter Gordon (University of North Carolina at Chapel Hill)  

 

147 

2.18 The influence of context information on vocabulary acquisition in reading. Randy Lowell 
and Robin K. Morris (University of South Carolina)  

 

148 

2.19 Lexical clustering in efficient language design. Kyle Mahowald1, Steven T. Piantadosi2, 
Edward Gibson1 (1MIT, 2University of Rochester)  

 

149 

2.20 A new account of spillover effects in reading: Evidence from parafoveal masking. 
Michael Shvartsman, Richard Lewis, Satinder Singh (University of Michigan)  

 

150 

2.21 Auditory confusability vs. phonological neighborhood in language production. Susanne 
Gahl1 and Julia Strand2 (1UC Berkeley, 2Carleton College)  

 

151 

2.22 How modular is lexical category disambiguation? Peter Baumann (Northwestern 
University)  

 

152 

2.23 Speaker distraction interrupts prosodic cues to discourse status. Jennifer E. Arnold, 
Giulia C. Pancani, Elise C. Rosa (UNC Chapel Hill)  

 

153 

2.24 Consequences of ómusic to oneôs earsô: Structural integration priming from music to 
language. Mythili Menon and Elsi Kaiser (University of Southern California)  

 

154 

2.25 Rapid adaptation in the pragmatic interpretation of contrastive prosody. Chigusa 
Kurumada1, Meredith Brown2, Michael Tanenhaus2 (1Stanford University, 2University of 
Rochester)   

 

155 

2.26 Predicting upcoming words but not semantic features: Evidence from ERPs. Nayoung 
Kwon1, Pan Liu2, Patrick Sturt3 (1Konkuk University, 2Nanyang Technological University, 
3University of Edinburgh)  

 

156 

2.27 Self or other: Interplay of verb biases and syntactic constraints during reflexive 
processing. Xiao He and Elsi Kaiser (University of Southern California)  

 

157 

2.28 Expectation adaptation for clustering of syntactic structures. Mark Myslín and Roger 
Levy (UC San Diego)  

 

158 

2.29 How speakers trade accuracy for speed when producing subject-verb agreement. Laurel 
Brehm and J. Kathryn Bock (University of Illinois)  

 

159 
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2.30 Recent experience changes production preferences in the face of semantic biases. 
Victor Ferreira and Liane Wardlow (UC San Diego)  

 

160 

2.31 Advance planning of verbs in head-final language production. Shota Momma, Robert 
Slevc, Colin Phillips (University of Maryland)  

 

161 

2.32 Silent structures in ellipsis: Evidence from syntactic priming. Ming Xiang, Julian Grove, 
Jason Merchant, Genna Vegh, Stefan Bartell, Katina Vradelis (University of Chicago)  

 

162 

2.33 Planning units in Tagalog sentence production: Evidence from eye tracking. Sebastian 
Sauppe1, Elisabeth Norcliffe1, Agnieszka E. Konopka1, Robert D. Van Valin, Jr.1,2,3, Stephen C. 
Levinson1,4 (1Max Planck Institute for Psycholinguistics, 2Heinrich Heine University, 3University 
at Buffalo, The State University of New York, 4Radbound University)  

 

163 

2.34 The upside of not having a syntactic choice: Effects of syntactic flexibility on Korean 
production. Heeju Hwang and Elsi Kaiser (University of Southern California)  

 

164 

2.35 Towards the understanding of the correspondence relationship between language-
related ERP components and oscillatory activities. Hiroaki Oishi1, Nobuyuki Jincho1, Reiko 
Mazuka1,2 (1RIKEN Brain Science Institute, 2Duke University)  

 

165 

2.36 Are our eyes really faster than our brains? Aligning eye-tracking and ERP time 
estimates. Wing Yee Chow1, Colin Phillips1, Suiping Wang2 (1University of Maryland, 2South 
China Normal University)  

 

166 

2.37 Eyetracking evidence for the subject relative advantage in Mandarin. Lena Jäger1, Shravan 
Vasishth1, Zhong Chen2, Chien-Jer Charles Lin3 (1University of Potsdam, 2Cornell University, 
3Indiana University)  

 

167 

2.38 Discourse accessibility and structural bias: Processing D-linked phrases in sluices. 
Jesse Harris (Pomona College)  

 

168 

2.39 New evidence on D-linking. Grant Goodall (University of California, San Diego)  

 

169 

2.40 Hidden factors in the production of grammaticality judgments. Gisbert Fanselow1, Jana 
Häussler1, Thomas Weskott2 (1University of Potsdam, 2University of Göttingen)  

 

170 

2.41 The underlying cognitive components of sentence processing: Not all P600s are alike. 
Polly O'Rourke (University of Maryland, Center for the Advanced Study of Language)  

 

171 

2.42 The processing of raising and nominal control. Patrick Sturt1 and Nayoung Kwon2 

(1University of Edinburgh, 2Konkuk University)  

 

172 

2.43 Biases in resolving wh-dependencies in a hybrid language. Dustin Chacón and Colin 
Phillips (University of Maryland)  

 

173 
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2.44 Argument-structure driven parsing in Tagalog. Michael Frazier and Masaya Yoshida 
(Northwestern University)  

 

174 

2.45 Effects of syntactic complexity and animacy on the initiation times for head-final relative 
clauses. Chien-Jer Charles Lin (Indiana University)  

 

175 

2.46 Collectivity and concreteness in optional Persian number agreement. Aazam 
Feizmohammadpour and Wind Cowles (University of Florida)  

 

176 

2.47 Number agreement without surface syntax. Ming Xiang and Genna Vegh (University of 
Chicago)  

 

177 

2.48 Predictability effects of case-marked direct objects: Evidence from Romanian. Sofiana 
Chiriacescu (University of Köln, Transilvania University of Brasov)  

 

178 

2.49 The locus and nature of the object-extracted relative clause penalty. Jeffrey Witzel1 and 
Kenneth Forster2 (1University of Texas, Arlington, 2University of Arizona) 

 

179 

2.50 Who did what to whom? An investigation of syntactic reanalysis in English and 
Mandarin. Yi Ting Huang1, Xiangzhi Meng2, Kathryn Leech1 (1University of Maryland College 
Park, 2Peking University)  

 

180 

2.51 The use of non-structural cues in reflexive resolution: Evidence from eye-tracking. Lena 
Benz1, Lena Jäger1, Shravan Vasishth1, Philip Hofmeister2 (1University of Potsdam, 2University 
of Essex)  

 

181 

2.52 Highs and lows in English attachment. Nino Grillo1, Andrea Santi2, Bruno Fernandes1, João 
Costa1 (1Universidade Nova de Lisboa, 2University College London)  

 

182 

2.53 Illusory NPI licensing: Now you see it, now you donôt. Dan Parker, Glynis MacMillan, Colin 
Phillips (University of Maryland)  

 

183 

2.54 Information structure and the 'height' of ellipsis. Timothy Dozat1 and Jeffrey Runner2 

(1Stanford University, 2University of Rochester)  

 

184 

2.55 Here comes the subject: Listeners use number-marked verbs to predict subject number. 
Cynthia Lukyanenko and Cynthia Fisher (University of Illinois, Urbana-Champaign)  

 

185 

2.56 An ACT-R model interfacing eye movements with parsing. Felix Engelmann, Shravan 
Vasishth, Ralf Engbert, Reinhold Kliegl (University of Potsdam)  

 

186 

2.57 Form-based syntactic expectations affect the duration of early fixations in reading. 
Thomas Farmer1, Klinton Bicknell2, Michael Tanenhaus3 (1University of Iowa, 2UC San Diego, 
3University of Rochester)  

 

187 

2.58 Electrophysiological response to manipulation of syntactic expectations. Joe 
Kirkham, Chelsea Guerra, Edith Kaan (University of Florida)  

 

188 
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2.59 Effects of verb bias and syntactic ambiguity on reading in people with aphasia. Gayle 
DeDe (University of Arizona)  

 

189 

2.60 The role of the left anterior temporal lobe in semantic memory vs. sentence processing.  
Masha Westerlund1, Doug Bemis2, Liina Pylkkänen1 (1New York University, 2CEA-INSERM 
Neurospin)  

 

190 

2.61 Semantic similarity-based competition in sentence production and comprehension. Gina 
Humphreys1 and Silvia Gennari2 (1University of Manchester, 2University of York)  

 

191 

2.62 Rethinking the functional significance of early negativity. Lisa Rosenfelt, Robert Kluender, 
Marta Kutas (UC San Diego)  

 

192 
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3.1 Subject relative clauses versus object relative clauses: Difference among adults and 
children. Yuki Hirose1 and Reiko Mazuka2 (1The University of Tokyo, 2RIKEN Brain Science 
Institute)  

 

211 

3.2 Levels of syntactic representation in bilingualism. Guadalupe de los Santos and Julie 
Boland 
(University of Michigan)  

 

212 

3.3 Preschool-aged children process words and sentences talker-contingently. Sarah Creel 
(University of California, San Diego)  

 

213 

3.4 Baseball bats and butterflies: Context effects on pragmatic inferencing in adults and 
children. Yi Ting Huang and Alix Kowalski (University of Maryland College Park)  

 

214 

3.5 The abstraction of syntax by fits and starts. Nick Gruberg, Liane Wardlow, Victor Ferreira 
(University of California, San Diego)  

 

215 

3.6 The time course of filler-gap dependency processing in the developing parser. Emily 
Atkinson, Katherine Simeon, Akira Omaki (Johns Hopkins University)  

 

216 

3.7 Can subset principles guide L2-Chinese learners to unlearn the inverse scope? 
Evidence from self-paced reading. Liyuan Li and Fuyun Wu (Shanghai International 
Studies University)  

 

217 

3.8 L1/L2 differences in processing verbal vs. adjectival short passive constructions. 
Damon Tutunjian and Marianne Gullberg (Lund University)  

 

218 

3.9 The interplay of discourse and structural constraints on referential processing: An 
ERP study. Nayoung Kwon1 and Patrick Sturt2 (1Konkuk University, 2University of Edinburgh)  

 

219 

3.10 Assessing the on-line application of binding constraints without gender stereotype. 
Kellan Head1 and Jeffrey Runner2 (1Teach for America, 2University of Rochester)  

 

220 

3.11 Contextual referent predictability affects optional subject omission in Russian. 
Ekaterina Kravtchenko (University of California, Santa Cruz)  

 

221 

3.12 Whatôs in a name? Lexical retrieval during visual object processing. Manizeh Khan, 
Whitney Fitts, Jesse Snedeker (Harvard University)  

 

222 

3.13 Anaphors influence memory for plural antecedents. Nikole Patson (Ohio State University)  

 

223 

3.14 Competitors chosen by null pronouns in Brazilian Portuguese: Evidence from eye 
movements. Elisangela Nogueira Teixeira, Maria Elias Soares, Maria-Cristina Fonseca 
(Universidade Federal do Ceará)  

 

224 

3.15 Argument identity impacts predictions faster than argument roles. Wing Yee Chow, 
Cybelle Smith, Glynis MacMillan, Colin Phillips (University of Maryland)   

 

225 
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3.16 Indefinite NPs introduce new referents but not immediately. Maria Luiza Cunha Lima1, 
Amit Almor2, Evgenia Borschevskaya2, Timothy W. Boiteau2 (1Universidade Federal de Minas 
Gerais, 2University of South Carolina)  

 

226 

3.17 The cost of unexpected contrast: Processing ólet aloneô. Jesse Harris (Pomona College)  

 

227 

3.18 Effects of novelty and givenness on acoustic reduction. Lap-Ching Keung and Jennifer 
E. Arnold (University of North Carolina, Chapel Hill)  

 

228 

3.19 Auditory priming affects planning and execution separately. Jason Kahn and Jennifer 
Arnold 
(University of North Carolina, Chapel Hill)  

 

229 

3.20 Form interference effects during silent reading. Iya Khelm, Naoko Witzel, Jeffrey Witzel 
(University of Texas, Arlington)  

 

230 

3.21 Itôs probably porridge: The role of tonal probability in Mandarin lexical access. Seth 
Wiener and Kiwako Ito (The Ohio State University)  

 

231 

3.22 Effects of context and individual differences on processing taboo words within 
sentences. Adina Raizen, Cassie Palmer-Landry, Kiel Christianson (University of Illinois, 
Urbana-Champaign)  

 

232 

3.23 Topic, empathy, and point of view. Laura Kertz and Corey Cusimano (Brown University)  

 

233 

3.24 Frequency and distribution of some (but not all) implicatures. Judith Degen, Michael K. 
Tanenhaus, Christine Gunlogson (University of Rochester)  

 

234 

3.25 Effects of speaker identity on processing rude and polite language: Evidence from a 
Twitterish paradigm. James Nye, Steven Luke, Justine VanDyke-Lyon, Fernanda Ferreira 
(University of South Carolina)  

 

235 

3.26 Facial feedback and the real time comprehension of emotional language. Seana 
Coulson, Joshua Davis, Piotr Winkielman (University of California, San Diego)  

 

236 

3.27 Shifting viewpoints: Free indirect discourse and sensitivity to perspective-taking. Elsi 
Kaiser, Alexa Cohen, Emily Fedele (University of Southern California)  

 

237 

3.28 Visuospatial grouping influences expectations about upcoming discourse. Elsi Kaiser 
and David Cheng-Huan Li (University of Southern California)  

 

238 

3.29 Evidence for a rational probabilistic account of Gricean implicatures. Daniel Grodner1 
and Benjamin Russell2 (1Swarthmore College, 2Brown University) 

 

239 

3.30 Sensitivity to local discourse vs. global communicative context in gradable adjectives.  
Christina Kim1, Andrea Beltrama1, Kristen Syrett2, Ming Xiang1, Chris Kennedy1 (1University of 
Chicago, 2Rutgers University)   

 

240 
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3.31 Objects and actions in dis-agreement. Jason Schoenberg and Heidi Lorimor (Bucknell 
University)  

 

241 

3.32 Filling in the blanks in morphological productivity: A word-completion task. Kyle 
Mahowald, Timothy O'Donnell, Joshua Tenenbaum (MIT)  

 

242 

3.33 How different levels of syntactic flexibility influence language production in Mandarin. 
Xin Zhao and Elsi Kaiser (University of Southern California)  

 

243 

3.34 Implicit naming in the visual world paradigm. Daniel Pontillo, Anne Pier Salverda, Michael 
Tanenhaus (University of Rochester)  

 

244 

3.35 Theory of mind drives efficient language production. Peter Graff1, Zoe Snape1, Jeremy 
Hartman2, Edward Gibson1 (1MIT, 2U Mass Amherst)  

 

245 

3.36 Individual differences in reading styles and the use of implicit causality as a pronoun 
resolution cue. Arnout Koornneef and Ted Sanders (Utrecht University)  

 

246 

3.37 Case licensing in processing: Evidence from German. Shayne Sloggett (UMass, 
Amherst)  

 

247 

3.38 How bizarre: Sentence processing and memory. Peter C Gordon, Matthew W. Lowder, 
Miri Besken, Neil Mulligan (University of North Carolina, Chapel Hill)  

 

248 

3.39 The parallel computation of phrasal and nonphrasal constituents: Evidence from 
embedded adjectives in compound nouns. Cara Tsang and Craig Chambers (University of 
Toronto)  

 

249 

3.40 Individual differences in sentence processing: Separable effects of knowledge and 
processing skill. Peter C. Gordon, Wonil Choi, Renske S. Hoedemaker, Matthew W. Lowder 
(University of North Carolina, Chapel Hill)  

 

250 

3.41 On the role of working memory capacity when prediction is not met: Evidence from 
NPI-processing. Juliane Domke (Humboldt University)  

 

251 

3.42 Working memory and syntactic islands revisited. Edward Gibson1 and Greg Scontras2 
(1MIT, 2Harvard University)  

 

252 

3.43 How specific should I be? The optimal amount of information in online language 
comprehension. Si On Yoon and Sarah Brown-Schmidt (University of Illinois, Urbana-
Champaign)  

 

253 

3.44 The realization of scalar inferences: Context sensitivity without processing cost. 
Stephen Politzer-Ahles and Robert Fiorentino (University of Kansas)  

 

254 

3.45 Eye movements reveal causes of delay in negative sentence processing. Ye Tian1, 
Richard Breheny1, Heather Ferguson2 (1University College London, 2University of Kent)  

 

255 
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3.46 Predictive computations underlie the N400ôs sensitivity to thematic role-reversals. 
Wing Yee Chow1, Colin Phillips1, Suiping Wang2 (1University of Maryland, 2South China 
Normal University)  

 

256 

3.47 How hugging differs from giving a hug: Syntax, semantics or mapping. Eva Wittenberg 
and Jesse Snedeker (Harvard University)  

 

257 

3.48 Semantic effects on anaphor processing. Sara Peters1, Timothy W. Boiteau2, Amit Almor2 
(1Newberry College, 2University of South Carolina)  

 

258 

3.49 Advantages of extending vs. mixing metaphors: An ERP study. Les Sikos1, Paul 
Thibodeau2, Cassandra Strawser1, Frank Durgin1 (1Swarthmore College, 2Stanford University 
/ Trinity University)  

 

259 

3.50 Lexically predicting visual features of word referents. Tristan Davenport, Seana Coulson, 
Vicky Tu, Benjamin Bergen (University of California, San Diego)  

 

260 

3.51 Semantic commitment in online verb processing. Nicholas Gaylord1, Micah Goldwater2, 
Colin Bannard1, Katrin Erk1 (1University of Texas, Austin, 2Northwestern University)  

 

261 

3.52 Regeneration in verb phrase ellipsis resolution. Suzanne Belanger and Ron Smyth 
(University of Toronto)  

 

262 

3.53 Two flavors of long distance dependency discerned through island effects. Dan Parker 
and Bradley Larson (University of Maryland)  

 

263 

3.54 Feedback, risk sensitivity and response-contingent financial payoffs affect reading 
time for syntactically ambiguous sentences. Luis Chacartegui-Quetglas and Colin 
Bannard (University of Texas, Austin)  

 

264 

3.55 A rational account of regressions in syntactically complex sentences. Klinton Bicknell 
and Roger Levy (University of California, San Diego)  

 

265 

3.56 Online filler-gap dependency formation and that-trace effect. Morgan Purrier, Masaya 
Yoshida, Lauren Ackerman, Rebekah Ward (Northwestern University)  

 

266 

3.57 The role of morphology in phoneme prediction: Evidence from MEG. Allyson Ettinger, 
Tal Linzen, Alec Marantz (New York University)  

 

267 

3.58 Verb-argument processing with and without event-related knowledge impairment. 
Michael Walsh Dickey and Tessa Warren (University of Pittsburgh)  

 

268 

3.59 MEG evidence for immediate reference resolution within a visual world. Christian 
Brodbeck and Liina Pylkkänen  (New York University)  

 

269 
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3.60 Lexical processing and working memory in individuals with and without aphasia. Maria 
Ivanova1, Olga Dragoy2, Svetlana Kuptsova1, Anastasia Ulicheva3, Anna Laurinavichyute4, 
Lidia Petrova1 (1Center of Speech Pathology and Neurorehabilitation, 2Moscow Research 
Institute of Psychiatry, 3University of Hong Kong, 4Higher School of Economics)  

 

270 

3.61 Neural correlates of sentence plausibility in garden-path processing. Dirk-Bart Den 
Ouden, Svetlana Malyutina, Victoria Sharpe (University of South Carolina)  

 

271 
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Should psycholinguistics ignore the language of the brain? 
Peter Hagoort (Max Planck Institute for Psycholinguistics) 
peter.hagoort@donders.ru.nl 

From a functionalist perspective all that brain research is claimed to have told us is that language processing 
"happens somewhere north of the neck" (Jerry Fodor, 1999). I will argue why I disagree with this conclusion, 
for at least the following three reasons. First, one fundamental question in the language sciences is: what 
makes the human brain language-ready? Understanding the neural architecture that supports human language 
function is a crucial part of the explanandum. I will show some unique features of human perisylvian cortex 
based on data from Diffusion Tensor Imaging and resting state fMRI. The second argument is that even if one 
is only interested in the cognitive architecture of language comprehension and production, relevant evidence 
can be obtained from neurobiological data, both structural and functional. I will discuss the consequences of 
connectivity patterns in the brain for assumptions in processing models of language, and I will show fMRI data 
based on a repetition suppression paradigm that provide evidence for the claim that syntactic encoding and 
parsing are based on the same mechanism. Finally, I will argue that framing theories of sentence processing in 
a way that connects to other areas of cognitive neuroscience might be helpful in asking interesting and relevant 
new questions. I will illustrate this in the context of the Memory, Unification and Control (MUC) model of 
language. 
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Sentence type effects in Granger causality analysis of MEG/EEG signal  
David Caplan (MGH), David Gow (MGH), Reid Vancelette (MGH), Conrad Nied (MGH) 
dcaplan@partners.org 
  

There are different effects of semantic constraint in verification and plausibility judgment tasks. In verification, 
participants must verify the syntactic origin of a plausible meaning in relation to other plausible meanings, 
requiring a check of reversible sentences. In plausibility judgment, readers must verify the syntactic origin of a 
plausible meaning against implausible alternatives, or vice versa, requiring a check of constrained sentences. 
Results of eye fixation studies are consistent with these effects appearing in the main clause of sentences with 
relative clauses on the matrix subject. Traxler et al (2002) found longer reading times and more regressions 
from these points in object relative sentences with reversible compared to constrained NPs in verification. In 
plausibility judgment, Caplan and Evans (2012) found longer total reading time and more regressions from the 
main verb and longer total reading time for the sentence-final NP in constrained object relative sentences.  
  

We used Granger causality of MRI-constrained EEG/MEG data to examine the hypothesis that listeners test 
plausibility by comparing emerging syntactic and semantic/thematic analyses during sentence processing. We 
reasoned that checking of sentences for their syntactic original would involve reciprocal Granger causality 
between brain areas that support syntactic processing and brain areas that support semantic memory, where 
the plausibility of a set of thematic roles could be determined. We assumed that the first includes L pars 
opercularis and triangularis and the second includes L MTG. Greater reciprocal Granger causality between 
these regions during presentation of the main clause was predicted in constrained than reversible sentences.  
  

Twelve right handed B.U. students made plausibility judgments about spoken semantically reversible and 
constrained plausible and implausible subject and object relative sentences. EEG/MEG signal was recorded 
and mapped onto MR images as in previous studies (see Gow and Caplan, 2012, for methods). Granger 
causality effects were identified in three temporal intervals after the onset of each content word ï 100ms ï 
300ms; 300ms-500ms; 500-800ms ï chosen to reflect epochs corresponding to primarily lexical processing, 
and early and late syntactic processing. Granger causality effects at a threshold of alpha = 0.05 between L 
pars opercularis/triangularis and L MTG were greater at the main verb and sentence-final noun of constrained 
than reversible sentences. Granger causality is shown around the axis representing the significance threshold, 
with positive granger effects towards the L MTG above the axis and positive granger effects from the L MTG to 
the L IFG shown in reflection below. Colors represent different sub-regions. 

 
The results are the first to document Granger causality effects of incremental sentence processing. They 
document task effects that need to be considered in the interpretation of other neural and behavioral results. 
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The P600 indexes rational error correction within a noisy-channel model of human communication 
Edward Gibson (MIT), Laura Stearns (Wellesley), Leon Bergen (MIT), Marianna Eddy (US Army), Ev 
Fedorenko (MIT) 
egibson@mit.edu 

When originally discovered, the N400 ERP component was hypothesized to index the ease of lexical access 
and/or integration of the wordôs meaning into the preceding context (e.g., I take my coffee with cream and 
sugar / dog; Kutas & Hillyard, 1980), and the P600 was hypothesized to reflect syntactic integration difficulty 
(e.g., Every Monday he mows / mow the lawn; Osterhout & Holcomb, 1992; Hagoort & Brown, 1993). However, 
a number of more recent findings have posed problems for the traditional interpretation of the P600 component 
(see e.g., Brouwer et al., 2012, for a review). For example, sentences like ñThe hearty meal was devouringéò 
elicit a P600 in spite of being syntactically well-formed (Kim & Osterhout, 2005; Kuperberg et al., 2003). 
Because these sentences are semantically anomalous, the traditional approach predicts an N400, not a P600. 
Furthermore, a P600 is generated for spelling errors (e.g., ñfoneò instead of ñphoneò; Munte et al., 1998), and 
no P600 is generated for syntactic errors in ñJabberwockyò sentences (Yamada & Neville, 2007). None of 
these results can be accounted for by the traditional approach. 

We propose and test a novel account of the P600 within a rational inference approach to sentence 
comprehension (Shannon, 1949; Levy et al., 2009). In a linguistic exchange, the comprehender's optimal 
guess of what was intended takes into account the probability of the speakerôs intended meaning (si) given the 
perceptual input (sp): P(si | sp). By Bayesô rule, this is achieved by multiplying the prior (i.e., what is likely to be 
said), P(si), with the likelihood that a noise process would generate sp from si, P(si Ÿsp). A plausible 
interpretation of the P600 in this communication-based proposal is as an error correction process: when a 
detected error can be corrected, a P600 ensues. If the error cannot be plausibly corrected, then it is possible 
that an N400 might ensue. This account straightforwardly explains the results from the literature: (1) a P600 
occurs for the ñtraditionalò syntactic errors (e.g., number/gender agreement, etc.) because there is a close 
alternative in these cases, which the listener/reader can infer and correct to (e.g., ñmowò can be corrected to 
ñmowsò in the example above); (2) an N400 occurs for ñtraditionalò semantic errors because no simple error 
correction is possible in those cases (e.g., if someone says ñI take my coffee with cream and dogò, there is no 
obvious way to arrive at a more plausible target meaning); (3) a P600 occurs for the ñsemantic P600ò examples 
because there is a close alternative that the producer may have meant (e.g., ñdevouredò for ñdevouringò above; 
see Kim & Sikos, 2011, for further evidence supporting this proposal); (4) a P600 occurs for spelling errors 
because it is clear what the intended word is; and (5) a smaller or no P600 is observed for errors in 
Jabberwocky sentences because it is difficult or impossible to infer plausibly intended meanings because the 
materials are by design devoid of meaning. We directly evaluated our proposal in a new ERP experiment (29 
participants; EEG recording from 32 scalp sites; 160 items; 320 fillers) with 4 conditions, as in (1): 

(1) The storyteller could turn any incident into an amusing é 

Control anecdote / critical antidote / syntactic control = anecdotes / N400 control = hearse 

In the critical condition, the target word was semantically implausible but was phonologically and 
orthographically close to a semantically plausible neighbor (anecdote / antidote in (1)), as established in a 
norming study. The existence of such a neighbor makes the plausibly intended word recoverable. The 
noisy-channel account therefore predicts a P600 in this condition. 

Results. As expected, a P600 was observed for the syntactic control (anecdotes vs. anecdote; p<0.001), and 
an N400 ï for the semantic control (hearse vs. anecdote; p<0.001). Critically, a P600 was observed in the 
critical condition (antidote vs. anecdote; p<0.001), similar to that elicited by the typical syntactic violations 
(number agreement errors in our materials). These results support the rational error correction interpretation of 
the P600 component. 
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To a man with a hammer everything looks like a nail: How explicit lexical predictions influence 
sentence processing ï an ERP study 
Jakub Szewczyk (Jagiellonian University) & Herbert Schriefers (Radboud University) 
jakub.szewczyk@gmail.com 

It is now widely established that the language comprehension system actively predicts specific upcoming 
words, given some constraining context. This effect has been demonstrated for the predicted word itself, or for 
words closely associated with the predicted word. But this is only one side of the coin. The present study tests 
whether and how lexical expectations modify the way in which the brain interprets unfolding sentences (often 
including words unrelated to the predicted word). To this aim, participants were presented with short stories:  

During a school trip to the mountains, Peter was bragging about his good sense of direction. Even when he 
was not able to see the location of the sun, he was always able to point to the north. However, after two days, 
it was discovered that he was cheating. [prime / no prime] 
Somebody noticed that he had hidden a compass [c] / a roof [ic] up in his sleeve. 

All the stories were presented on the screen all-at-once, except for the final sentence, which was presented 
word-by-word. In half of the stories, just before the story-final sentence (marked by [prime / no prime] above), 
explicit information was introduced, telling the participants that in the following sentence a specific target word 
will appear (prime condition). In the other half of items, no information concerning the target word was given 
(no prime condition). The target word was always the direct object of the main clause of the story-final 
sentence. In addition to the priming manipulation, congruity of the target word was manipulated: in half of the 
items, the target word was semantically congruent with the preceding context (congruent condition), while in 
the other half it was not (incongruent condition). Priming and congruity manipulations were fully crossed.  

We focused primarily on the analysis of ERPs elicited by the words of the story-final sentence preceding the 
target word presentation (hereafter called intervening words), to see if they are processed differently in prime 
and no prime conditions. The congruity manipulation provided some variation with respect to how related the 
target word was to the intervening words. We also gathered additional norming data on target word likeliness 
by truncating the story at 4 positions of the story-final sentence, and asking participants how much the target 
word would fit, if it occurred somewhere in the remaining part of the story-final sentence. This enabled us to 
substitute Congruity with the factor Likeliness of the target word at each tested position, based on 
trichotomized values of these ratings. 

Until the presentation of the main verb, priming led to a sustained negativity, with a fronto-central distribution at 
the first intervening word that soon changed into a parietal distribution at subsequent intervening words. In the 
primed condition, at the first intervening word there was no effect of target word Likeliness (measured at this 
position), but it emerged at least at the word directly preceding the main verb (with a central distribution), 
leading to more negative ERPs for positions at which target word was not rated as likely to occur in the 
following part of the sentence. The effect of Likeliness was the most extreme at the verb, leading to a full-blown 
N400 for target nouns rated to be unlikely, and to a full reduction of the negativity (to the level of ERPs in the 
unprimed condition) for target nouns rated as likely to occur next. At the target word this pattern broke down: 
unlikely unprimed target words led to a standard N400 followed by a P600, whereas primed words rated as 
unlikely led to no N400 and no P600. Primed and unprimed likely target words led to similar ERPs.  

These results suggest that: 1) before hitting the target noun, prediction came with a cost, particularly when the 
predicted element was not very likely (the only situation when there was no cost associated with prediction at 
the intervening words, was at the verb, when the target word was rated as likely), 2) the prediction cost for 
unlikely target words turns into a benefit when the target word is presented, leading to a full reduction of the 
N400, 3) the only reason why unlikely nouns led to the N400 at the (fully congruent) verb could be that it 
resulted from a difficulty of integrating the target noun with the context, 4) the negativity occurring before the 
verb resulting from priming was not the standard N400 effect, because of a different scalp distribution.  
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Exploring representations of event duration in language 
Gitte Joergensen & Silvia Gennari (University of York) 
g.joergensen@psych.york.ac.uk 

Previous studies have shown that durative events (to owe money) take longer to read than punctual events (to 
lose money) (Coll-Florit & Gennari, 2011). Similarly, in narrative comprehension, larger temporal distances 
between events take longer to process (Zwaan, 1996; Kelter, Kaup and Claus, 2004). This suggests that 
longer events and temporal distances recruit more semantic information during processing. However, distance 
effects in narratives may be due to recruiting knowledge of causal connections between events (the longer the 
connection, the longer the processing). Similarly, comparisons across different verbs (to owe vs. to lose 
money) may be due to differences in causal event structure. Therefore, it remains unclear what type of 
information is recruited when processing long events.  

To address this issue, we constructed materials like (1) in which the discourse relations and the event referred 
to stay the same and only the event duration interpretation varies due to minimal changes in the preceding 
context (plausibility didnôt differ).  

1. Lisa was moving to a new flat near the university.                                      

 Long/short condition: John spent his morning/an hour there. 

 He spent all that time assembling her bed. 

In Experiment 1, we tracked participantsô eye-movements while looking at objects on the screen containing 
only one object related to the story being heard (e.g. bed in (1)). Participants only heard one condition for each 
item (long or short). Results indicated that first fixation durations on the relevant object (bed) were longer for 
the long condition while hearing ñher bedò (p < .05). These results were replicated (Experiment 2) with a 
different set of materials in which the scale of the eventsô duration was longer (e.g., building a house in two 
weeks vs. a month).  

In Experiment 3, we used the same stimulus materials in a probe recognition task. After reading stories like (1) 
(with an additional final sentence to avoid recency), participants were presented with words (e.g. bed), and 
were instructed to indicate whether the word had occurred in the story. The word probes could either be from 
the critical verb phrase (ñassembling her bedò) ïlate probesï or from the beginning of the story (ñflatò) ïearly 
probesï, in which case no effect of duration should be observed. This manipulation thus serves to address 
alternative explanations of Experiments 1 and 2, in that the results should not be driven by the mere presence 
of an adverbial temporal phrase. We found as expected, that participants were faster in recognizing late probes 
in the short-version of the story than in the long-version (p < .05), but no difference was found for early probes. 
This indicates that longer events are less accessible from memory.  

These results indicate that event duration effects prevail even when the same verb and narrative structure are 
used in the stimuli. This suggests that the representation of an eventôs internal development is more complex 
for longer events. We argue that understanding longer events recruits experience-based knowledge of the sub-
events that would likely occur, given the context, thus leading to more processing cost.  
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Bi-directional structural priming between mathematics and language 
Christoph Scheepers (University of Glasgow) & Patrick Sturt (University of Edinburgh) 
patrick.sturt@ed.ac.uk 

Scheepers et al. (2011) showed that the structure of a correctly solved mathematical equation affects how 
people complete a subsequent sentence containing high vs. low relative-clause attachment ambiguities. Here 
we investigated whether such cross-domain structural priming effects generalize to different structures and 
tasks, and importantly, whether they also hold in the reverse direction. 

In two questionnaire studies, mathematical equations like (1a) versus (1b) were crossed with pre-tested 
noun-phrases like (2a) (encouraging a right-branching interpretation: [divorced [hospital nurse]]), versus (2b) 
(encouraging a left-branching interpretation: [[dental hospital] nurse]). Note that (1a) is structurally congruent 
with (2a), and (1b) with (2b), respectively (the branching structure of 1a,b is dictated by the relative precedence 
of the ñ*ò and ñ+ò operators). 

1a.  5 + 2 * 7 = 

1b.  5 * 2 + 7 = 

2a. divorced hospital nurse 

2b. dental hospital nurse 

In Experiment 1, the equations (1) were used as primes and the noun-phrases (2) as targets, and vice versa 
for Experiment 2. In both experiments, participants had to solve the equations and provide 5-point sensicality 
ratings for the noun-phrases. Various filler items were employed to conceal the experimental aims.  

Experiment 1 (math -> language priming) tested 36 mathematically óskilledô participants (indicated via 
pre-assessment) who solved 97% of the prime-equations correctly. This experiment showed an average 
increase in sensicality ratings for (2) when the noun-phrases followed structurally congruent prime equations, 
relative to when they followed incongruent prime equations (4.13 vs. 3.85; ps < .01 by ordinal-logistic GEEs). 
Experiment 2 (language -> math priming) tested 36 mathematically óless skilledô participants (again, indicated 
by a pre-assessment) and showed that the likelihood of correctly solving the equations in (1) was higher when 
they followed structurally congruent than incongruent prime noun-phrases (65% vs. 53%; ps < .01 by 
binary-logistic GEEs).  This effect remained reliable in a subsequent analysis including only structural errors 
(i.e. errors resulting from calculating the equation using the wrong branching structure), and excluding other 
errors.  

These results extend the conclusions from Scheepers et al. (2011) in important ways. The observed 
bi-directionality of cross-domain structural priming strongly supports the notion of shared syntactic 
representations (or recursive procedures to generate and parse them) between arithmetic and language, and 
is compatible with recent brain imaging work suggesting that some aspects of structure building in the two 
domains may recruit the same cortical regions (see, e.g., Makuuchi et al, 2012). Moreover, the results provide 
further evidence that the mental representation of syntactic structure can be highly abstract, without being tied 
to lexical or semantic content.  
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Building meanings in theory vs. in the brain 
Liina Pylkkänen (New York University) 
liina.pylkkanen@nyu.edu 

In order to estimate whether brain evidence supports or contradicts a cognitive model (based on non-neural 
data), one needs to engage in experiments designed to test the predictions of that model. The degree to which 
brain research on language has been rooted in theoretical models of the grammar varies between different 
subfields/representational levels, but this connection has arguably been the weakest for the study of the 
combinatory semantic system. Little brain research has aimed to connect with models of semantic composition 
in formal semantics. These models have, however, been the basis of my groupôs MEG research on semantic 
composition for the past decade or so and our results have put us in a position to at least discuss the degree 
to which our findings conform to or challenge various theoretical hypotheses about the architecture of the 
semantic combinatory system. The critical question is to what extent semantic composition is computationally 
monolithic (i.e., achieved via a single rule such as function application) or subdivided into different subroutines 
(achieved via a set of distinct rules). The two types of models are typically considered as opposing views in 
formal semantics, but our results so far suggest that both may in some sense be true: certain nodes of the 
network that appears to achieve semantic composition have a computationally highly general profile, 
whereas other nodes appear specialized for more specific operations. In sum, the overall picture that is 
emerging is one where composition is achieved by a network of regions which vary in their computational 
specificity and/or domain generality. 
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Teasing apart coercion and surprisal: Evidence from ERPs and eye-movements 
Francesca Delogu, Heiner Drenhaus & Matthew Crocker (Saarland University) 
delogu@coli.uni-saarland.de 
 

Complement coercion refers to expressions in which a verb that semantically selects for an event complement 
appears with an NP object denoting an entity (e.g., began the book). Such expressions have been 
hypothesized to require type-shifting of the complement noun from an entity to an event or activity (e.g. began 
reading the book) (Pustejovsky, 1995). This view is supported by a number of reading time studies (e.g., 
Traxler et al., 2002) showing that coercion expressions are harder to process than control expressions that 
instantiate the default event-sense associated with coercing expressions (e.g., read the book). In two 
subsequent ERP studies (Baggio et al., 2010; Kuperberg et al., 2010), coercion expressions were compared to 
control expressions (wrote) and implausible animacy-violated sentences (astonished), as in 'The journalist 
began/wrote/astonished the article'. Both studies reported an N400 effect on coerced nouns, which was similar 
in magnitude and topography to the N400 effect evoked by animacy-violated complement nouns. Based on this 
finding, Kuperberg et al. (2010) interpreted the N400 modulation to coerced nouns as reflecting the mismatch 
between the semantic properties of the verb and those of the complement rather than the effort of type-shifting. 
 

In our studies we investigated whether such effects may rather be explained in terms of surprisal (Hale, 2001; 
Levy, 2008). The predictability of the target noun in control contexts is generally higher than it is in coercion 
contexts (and in animacy-violation contexts). As a consequence, surprisal for the complement noun ï 
estimated as the inverse of its log probability ï will be lower in control contexts than in coercion contexts, 
suggesting that coercion effects may at least partially be explainable in terms of surprisal. To test this 
hypothesis, we conducted an ERP and an eye-tracking study in German, testing sentences shown in (1), 
where coerced nouns were contrasted to a preferred condition instantiating the default interpretation of 
coercion expressions (read) and a óneutralô non-coercing condition (bought) where the verb was equally 
unconstraining as the coercing verb (thus resulting in similar surprisal). 
 

The standard coercion account (Pustejovsky, 1995) predicts higher processing costs (reflected as an 
increased N400 or increased reading time) for coerced nouns relative to both preferred and neutral nouns. The 
surprisal account, in contrast, predicts higher processing costs for coerced and neutral nouns relative to the 
preferred (and more predictive) nouns, and no differences between coerced and neutral nouns. Consistent with 
the surprisal account, the ERP study showed a similarly enhanced and distributed N400 for coerced and 
neutral nouns relative to preferred nouns. The eye-tracking study, however, showed evidence for both surprisal 
and standard coercion accounts. The first reliable evidence of processing costs emerged in the spillover region 
(on holidays) as a function of surprisal: the analyses revealed more first-pass regressions and longer 
regression-path times for the coercion (began) and the neutral (bought) conditions relative to the preferred 
condition (read), and no differences between the coercion and the neutral conditions. Evidence for coercion 
effects emerged only in later measures of the object region, with longer total reading times for the coercion 
condition relative to both the neutral and the preferred conditions. 
 

Overall, our results suggest that the coercion cost is initially driven by surprisal for the object noun (as shown 
by the N400 effect and the early effect on the spillover region) and only in subsequent stages of processing 
(reflected by total reading times on the object region) are type-shifting operations initiated.   
 

(1)  a. John began the book on holidays.      (coercion) 
 b. John read the book on holidays.         (preferred) 
 c. John bought the book on holidays.     (neutral) 
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The experiments that we finished: Structural separation reduces the cost of coercion 
Matthew W. Lowder & Peter C. Gordon (University of North Carolina at Chapel Hill) 
matt.lowder@unc.edu 
 

Verbs like begin or finish semantically require a complement that represents an action or event, as in The 
secretary began writing the memo.  When the complement of these verbs is instead a noun phrase (NP) 
representing an entity (e.g., The secretary began the memo.), the relationship between the verb and 
complement constitutes a semantic-type mismatch, and the reader must engage in an interpretive process of 
coercion, where additional semantic material is built into the representation to arrive at the correct 
interpretation.  Several experiments using a variety of methodologies have demonstrated that complement 
coercion imposes an online processing cost1-5.  The current pair of eye-tracking experiments investigated the 
hypothesis that the coercion cost would be reduced when the structure of the sentence deemphasizes the 
relationship between the verb and the complement NP.  
 

Both experiments involved modifications of a set of stimuli that has previously been shown to elicit coercion 
effects in eye-tracking2.  Experiment 1 compared sentences like those in (1), where the verb and target NP 
were embedded together in a subject-extracted relative clause (SRC; 1a & 1b) or the target NP appeared as 
the sentence subject and the verb was embedded in an object-extracted relative clause (ORC; 1c & 1d).  
There was a significant interaction in regression-path duration on the matrix verb, second-pass duration on the 
target NP, and total time on the target NP.  In each of these analyses, the coercion effect was stronger in 
SRCs than ORCs.  Moreover, regression-path duration on the matrix verb showed that ORCs were more 
difficult than SRCs in the control verb condition (1c vs. 1a); however, there was no difference in the processing 
of ORCs vs. SRCs in the coercion condition (1d vs. 1b). 
 

Experiment 2 compared sentences like those in (2).  This manipulation allowed us to examine the magnitude of 
the coercion effect when the verb and NP appear together in the same clause (2b vs. 2a) compared to when 
these two elements appear in separate clauses (2d vs. 2c), but without the differences in word position that 
existed in Experiment 1.  Our results revealed a significant interaction in regression-path duration on a region 
immediately following the target NP, as well as significant interactions on the target NP itself in both second-
pass duration and total time.  The source of all interactions was a robust coercion effect when the verb and NP 
appeared in the same clause (2b vs. 2a) and a coercion effect that was reduced in magnitude or eliminated 
altogether when the two words were separated by a clause boundary (2d vs. 2c). 
 

We propose that sentence structure acts as a powerful cue to readers, indicating where to focus attention.  
When a coercion verb and complement NP appear in the same clause, their atypical semantic relationship is 
particularly salient, which leads to processing difficulty.  In contrast, when the two constituents appear in 
separate clauses, their relationship is deemphasized and is processed more shallowly.  This perspective is 
consistent with various proposals that sentence structure is an important factor that influences the depth at 
which sentential relations are processed6-9.  
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Experiment 2  
2a. It was the secretary that wrote the memoé 
2b. It was the secretary that began the memoé 
2c. What the secretary wrote was the memo é 
2d. What the secretary began was the memoé
     

Experiment 1 
1a. The secretary that wrote the memo wasé 
1b. The secretary that began the memo wasé 
1c. The memo that the secretary wrote wasé 
1d. The memo that the secretary began wasé 
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Going the distance: Pronoun resolution relies on direct-access retrieval from memory  
Stephani Foraker, & Bryan Wight (SUNY Buffalo State)  
forakesm@buffalostate.edu 

Pronoun resolution relies on working memory operations, as readers need to access referent representations 
to establish and resolve co-reference. We present two experiments that contrasted three accounts of pronoun 
resolution. The first is backward-serial search, which posits that readers mentally scan from the pronoun 
backwards through discourse representations in memory until the referent is reached (in the spirit of Sternberg, 
1966). The second is direct-access retrieval, proposing that readers use content-addressable cues at the 
pronoun (i.e., gender, number, animacy) to directly retrieve the appropriate referent, obviating a search through 
intervening information. In addition, direct-access retrieval predicts that additional entities with partially-
overlapping features should create greater interference with the intended referent, increasing the difficulty of 
co-reference. Direct-access retrieval underlies comprehension of verb argument dependencies (McElree, 
Foraker, & Dyer, 2003) and verb-phrase ellipsis (Martin & McElree, 2008, 2009) and has been suggested for 
inter-sentential dependencies such as co-reference (Foraker & McElree, 2007) but not demonstrated. The third 
account, Centering theory, states that a pronoun co-refers with the highest-ranked entity in the readerôs mental 
discourse model, from an ordered set of potential referents (Gordon, Grosz, & Gilliom, 1993; Gordon & 
Scearce, 1995). Several factors contribute to higher ranking, including subject position, used here.  
 

In Experiment 1, 34 participantsô eye-movements were tracked as they read 30 discourses (among 90 
distracters), normed for equal plausibility, and counterbalanced across lists. Example: Barbara decorated the 
house with lights for Christmas short [in December with Steve]long. She hummed contentedly. The long condition 
includes more intervening entities, but the referent (Barbara) remains the highest ranked entity in both 
conditions. On the pronoun, following verb, and adverb, we found no differences between conditions for gaze 
duration, regression path duration, or total time. These findings contradict backward-serial search, but are 
consistent with either direct-access or Centering theory. Total reading time on the referent, however, was 
significantly greater in the long condition than short, suggesting resolution of retrieval interference.   

 

As a more stringent test, in Experiment 2, we used the multiple-response speed-accuracy tradeoff procedure to 
model separate estimates of processing accuracy and speed over time (e.g., McElree et al., 1993). Backward-
serial search predicts a slower speed (rate or intercept parameters) for the long condition, as readers would 
take longer to complete mental scanning. In contrast, direct-access retrieval predicts no difference in the speed 
parameters, since pronoun cues match the intended referent in both conditions, producing equal speed of 
referent access. However, the long condition should show lower accuracy (asymptote parameter), due to 
interference from more entities. Centering theory predicts no differences in speed or accuracy, since the 
referent is ranked the most prominent entity in both conditions. Fifteen participants read each discourse in 
RSVP fashion, and entered a series of acceptability judgments for both acceptable (above) and unacceptable 
continuations (éShe screeched contentedly.), from which d' accuracy was calculated. The 30 discourses 
appeared among 90 distracters in each of the counterbalanced sessions. We found support for the direct-
access account: the best-fit model had two asymptotes (short = 2.87 d' units, long = 3.07), one rate and one 
intercept, with a higher adjusted-R2 (.9947) than the 1-asymptote model (.9906), countering Centering theory 
predictions. Fits with two rates or two intercepts (.9945) produced inconsistent ordering of the speed 
parameters (long vs. short, ps > .21), countering serial search predictions.  

 

Taken together, the experiments indicate that pronoun resolution relies on direct-access retrieval of the 
referent representation, providing further support for the generalizability of this cognitive mechanism. In 
addition to considering the prominence of the referent, other discourse entities affect co-reference resolution.  
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Individual differences in anaphoric processing: Insights from mouse-tracking 
Elsi Kaiser & Alexis Harper (University of Southern California) 
emkaiser@usc.edu 

Existing research on reflexives has led to mixed results regarding the role of Binding-theoretic constraints 
(Sturt 2003 vs. Badecker & Straub 2002). We tested whether individual differences in processing style 
influence reflexive processing (cf.Yuô10). The idea of different processing styles is central in autism research. 
The Weak Central Coherence account claims that autistic individuals focus on bottom-up details (e.g., Happe 
1999), while ñnormalsò focus more on higher-level/top-down information (e.g., Jolliffe & Baron-Cohen 1999). 
Importantly, so-called óautistic traitsô are present in the general population, at lower levels, measurable by the 
Autism Spectrum Quotient questionnaire (AQ, Baron-Cohen et al. 2001). 

In the processing of reflexives, are higher AQ-scores correlated with a stronger adherence to bottom-up 
syntactic cues, and less use of top-down/contextual/real-world knowledge (e.g. verb-directedness)? To test this, 
we used sentences like ex.(1) and manipulated (i) whether the 
embedded verb was self-directed (e.g., shave, wash), other-
directed (e.g., kick, tickle), or nonsense (no semantic biases), 
and (ii) whether the matrix subject (not licensed by Binding 
Theory) matched reflexivesô gender. We had 24 targets, 40 
fillers and 18 participants (normal óneurotypicalô 
undergraduates).  

(1) {Mary/Peter} said that John {tickled/shaved/dribbed} himself. 

Using mouse-tracking, we recorded mouse-coordinates in real-time (Freeman & Ambady ó10). Participants saw 
words in left and right corners of the screen (matrix and embedded subjects, L/R-balanced), clicked óstartô to 
hear the sentence, and clicked on the last-mentioned entity (in targets=>whoever óhimself/herselfô refers to). 
Practice trials confirmed people understood task/instructions. Afterwards, participants completed 
questionnaires, including the AQ. Analysis. We measured deflection towards the matrix subject, using the 
area under the curve, relative to a straight line-to-target (Freeman & Ambady 
2010, Freemanôs figure below).  

Predictions. If anaphoric processing is influenced by processing style, high AQ 
scorers (more óautistic traitsô) are expected to focus mostly on the reflexive (its 
syntactic requirements) and less on contextual/verb cues. Lower AQ scorers 
(less óautistic traitsô) might be more sensitive to verb information. Specifically: 
SELF-DIRECTED VERBS: Both low and high AQ-scorers should focus on local 
subjects (due to verb semantics and reflexiveôs requirements, respectively). 
OTHER-DIRECTED VERBS: Low AQ-scorers scorers might be ótemptedô by the matrix subject (verb 
semantics). High AQ-scorers should focus on the local subject (bottom-up bias). NONCE VERBS: Low AQ-
scorers might again consider the matrix subject more than high AQ-scorers. 

Results. Mouse-tracking reveals significant (p<.05) deflection/attraction towards matrix subjects that match the 
reflexiveôs gender (for all verb types)--suggesting that processing is not fully constrained by Binding Theory. 
Furthermore, we find intriguing AQ-related effects. (i) Self-directed verbs show no correlation between AQ-
scores and deflection/attraction to matrix subject. (ii) Other-directed verbs show a negative correlation 
between AQ and deflection amount (gender-matching subject: p<.05, non-gender-matching subject: p=.064). 
(iii) Nonsense verbs show a significant negative correlation between AQ and deflection amount (pôs<.03): The 
higher the score (more óautistic traitsô), the smaller the amount of deflection. Higher AQ-scorers perform better: 
They are less ótemptedô by the matrix subject and better able to identify the syntactically-licensed antecedent. 
In sum, while many questions remain open, this study provides initial, novel evidence of individual cognitive 
processing differences influencing reference resolution.    
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Contributions of declarative memory to on-line reference resolution: Findings from amnesia 
Sarah Brown-Schmidt (University of Illinois), Jake Kurczek & Melissa Duff (University of Iowa) 
sarahbrownschmidt@gmail.com 

A growing body of research suggests the hippocampus contributes to a variety of cognitive domains beyond its 
traditional role in declarative memory. We propose the hippocampus, in its capacity for relational binding, 
representational flexibility, and on-line maintenance and integration of rich, multimodal relational 
representations, is a key contributor to language processing and use (Duff & Brown-Schmidt, 2012). Here we 
test the hypothesis that referential processing, which requires maintaining and integrating representations of 
potential discourse referents with the unfolding linguistic signal, is hippocampus-dependent. We test for 
hippocampal involvement in even very short discourses. 

Method. Combining eye-tracking and neuropsychological methods, eye-tracked participants (12 young adult 
control participants, 4 amnesic patients with bilateral hippocampal damage and 8 matched healthy comparison 
participants) viewed a scene while listening to short dialogs introducing two familiar and highly gender-marked 
characters and then referred to one using a pronoun; e.g., ñMickey is racing toward Donald/Minnie, while a 
house is burning down. He/She is wearing a fire hat, and it looks like they're going to fight the fireò. The design 
was modeled on previous research with young adults (Arnold, Eisenband, Brown-Schmidt, & Trueswell, 2000), 
and manipulated the gender of the two characters (same vs. different), and the order in which the pronounôs 
referent was introduced in the story (first vs. second). A minimum of 3 words followed the pronoun before it 
was fully disambiguated given the scene (e.g., at fire hat). Gender of the critical referent was counterbalanced. 

Results. Eye-movements immediately following pronoun onset (200-1000ms) were analyzed using mixed-
effects models (maximal random effects). Replicating previous work, young adults had two main effects and a 
gender*order interaction (t=4.42): When the two characters were of the same gender, there was a clear order 
effect (t=4.08) such that listeners preferred to fixate the first-mentioned referent (e.g., Mickey). In the different-
gender condition, there were overall more target fixations, and the order effect was not significant (t=1.31).  

Despite the brief nature of the dialogs, these processes drew on declarative memory: Amnesic patients and 
healthy comparison participants showed significant differences in the magnitude of the order effect 
(order*participant group t=2.13), and the interaction with gender (gender*group t=2.35). Whereas comparisons 
performed like young adults (ts>4.5), amnesic patients showed neither an effect of order (t=.62), nor a 
gender*order interaction (t=1.01), and no significant preference for the 1st mentioned referent in the same-
gender condition (t=.87), unlike comparisons (t=4.71). At a later time-region (1000-1800ms), a numeric trend 
for amnesics to fixate the 1st-mentioned referent in the same gender condition was still not significant (t=1.58). 

Conclusion. These findings suggest that amnesic patients experienced difficulty in maintaining and integrating 
information even over a very short discourse history and with an immediately available visual context. These 
findings are striking given the traditional view of hippocampus contributing exclusively to long-term memory 
and of referential processing as relying on the frontal lobes and its putative functions (e.g., working memory). 
Linking deficits in language processing to the hippocampus demonstrates how promiscuously the hallmark 
processing features of the hippocampus are used in service of a variety of cognitive domains.  

Our findings are consistent with single-store accounts of memory that propose separability between a single 
item in the focus of attention, and memory, but not a distinction between working and long-term memory 
(Oztekin, Davachi, & McElree, 2010; also see McElree, 2006; Lewis & Vasishth, 2005). The fact that use of the 
very recent discourse history requires access to hippocampal representations is consistent with fMRI evidence 
of hippocampal activity in retrieval of information from memory for all items in a studied list but the most recent 
(Oztekin, et al., 2010; Oztekin, McElree, Staresina, & Davachi, 2008). Computing the temporal order of the two 
mentioned items may be a key contributor to the patientsô difficulty at resolving competition between the target 
and competitor, as other findings with this patient population show success at distinguishing two identical 
images when only one had previously been mentioned (Rubin, Brown-Schmidt, Duff, Tranel, & Cohen, 2011).  
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When timing is (almost) everything: Referential dynamics in parent-child interactions 
John Trueswell, Yi Lin (U. Penn.), Erica Cartmill (U.Chicago), Benjamin Armstrong (U. Penn.), Susan Goldin-
Meadow (U. Chicago) & Lila Gleitman (U. Penn.) 
trueswel@psych.upenn.edu 

When talking about our surroundings, extra-linguistic cues to a speakerôs referential intent (e.g., gesture, 
looking at objects) are often quite brief and believed to be precisely timed with linguistic input. Yet, evidence for 
this precise timing and listenersô sensitivity to this timing has not been studied in any detail, especially in 
naturally occurring speech outside the lab. This gap in our understanding is surprising when one considers the 
problem of early word learning: at least for some initial set of words, the only evidence about the meaning of a 
word comes from this óbuzzing, bloomingô situational context, filled with multiple objects, events, attributes, and 
human behaviors. From this dynamic scene, the infant would need to read referential intent. Laboratory 
experiments1 show that infants can indeed read referential intent from head and body posture, but these 
studies are limited to discriminating between two objects as referents, coupled with a fairly constant physical 
stance (staring at the object) as the cue. What do the dynamics of reference look like in everyday parent-child 
interactions? And to what extent are these cues and their timing used even by sophisticated adult observers? 

Study 1. We report second-by-second annotation of 40-second videos (N=560) of parent-child interactions in 
the home, in which parents (N=56) spontaneously uttered one of 41 common concrete nouns (e.g., ñballò) to 
their 14-18 month offspring. We first assessed how well each interaction conveyed referential intent by having 
naïve adults (N=218) view muted versions of these videos in which a beep was heard at the moment the 
parent uttered the target word. Observersô accuracy in guessing the word served as a proxy for referential 
informativity. Replicating past findings2, highly informative (HI) videos (>50% correct) were rare (only 18% of 
videos) ï attesting to the difficulty of reading referential intentions from natural interactions. Crucially though, 
we show in time-course plots that HI interactions are characterized by the precise timing of several referential 
cues, as annotated by two trained (well agreeing) coders. HI interactions had: (1) increased likelihood of the 
referent being present, going from 74% to 92% presence between -4 & 0 seconds before word onset; (2) 
increased parent attention to referent, sharply rising during this same period (16% to 58%); (3) increased child 
attention to referent, starting 8 seconds before onset (20% to 54%); (4) increased parent gesture / 
manipulation of referent starting 3 seconds before onset (4% to 22%). Reliability of referential informativity on 
these cues was supported by GLM analyses (all pôs<0.0003). Note similar attentional / gestural dynamics 
occur even for those interactions in which the referent was continuously present throughout the video, 
revealing contributions of these attentional / gestural cues over and above any simple cue pertaining to the 
sudden appearance of the referent just before word onset. 

Study 2. Here we show that the precise timing of these cues matters for observers to infer referential intent. An 
additional 48 naïve adults viewed 27 HI videos with the audio muted and participants guessed the word uttered 
at the beep. Here however, the beep was surreptitiously moved -4, -2, 0, +2 or +4 sec. from the actual word 
onset. Disruption of the timing of cues relative to word onset dramatically decreased accuracy: the 0 sec offset 
was 62% correct, as compared to 36%, 43%, 54% and 44% for -4, -2, +2, +4 offset respectively. With the 
exception of +2 offset, each was significantly different from 0 sec offset condition (pôs<0.01). 

Summary. Previous work on the reading of referential intent has primarily used artificial laboratory settings and 
not included detailed analyses of timing. But, for theoretical coherence, one must specify when word and 
object can be claimed to have occurred ñtogetherò in everyday parent-child interaction to support learning. Here 
we show that high accuracy in referent identification is associated not only with the presence of relevant cues, 
but also their precise (within 2 sec) alignment with word onset so as to forge the perception of a causal 
(intentional) link between the two. Children likely monitor for precise relationships between events of the world 
and word; and, when spotted, these óepiphanyô moments push learning forward. 

1. Baldwin, D. A. (1991). Child Development, 62(5), 875-890.  
2. Gillette, J., Gleitman, H., Gleitman, L., & Lederer, A. (1999). Cognition, 73, 135-176.  
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Processing of novel compounds in adults and children: One word or two? 
Yuki Hirose (The University of Tokyo), Takefumi Ohki (The University of Tokyo), & Reiko Mazuka (RIKEN) 
hirose@boz.c.u-tokyo.ac.jp 

Recent psycholinguistic studies on compound processing support models where compounds are processed not 
only as a whole lexical units but also as decomposed forms (Schreuder & Baayen, 1995; Baayen et al., 1997; 
Baayen, 1992, among others). Studies also show listeners are sensitive to particular phonological patterns 
characterizing compounds, such as Compound Stress Rules (MaCauley, Hestvik & Vogel 2012 (English), 
Tsiamas & Kehayia 2009 (Greek)). However, those rules require prosodic information from the second constituent 
to determine the compoundôs well-formedness.  The Compound Accent Rule (CAR) in Japanese provides a case 
in which the prosody on the first constituent (C1) alone can provide a cue as to whether it is a part of a compound 
or a single word before receiving the second constituent (C2), enabling investigation of within-word incremental 
pre-head processing of compounds. In Japanese, single-word accentuation is lexically determined, whereas for 
compounds, CAR assigns an accent to the antepenultimate mora, or the original position of C2, and eliminates 
the original accent on C1. Thus, the surface accent pattern on C1+C2 in (2) remains the same when the C1 is 
originally unaccented, whereas the original accent on C1 disappears in (1) when it becomes part of a compound 
(ñ ô ò indicates the position of the lexical accent). 

(1) Change in C1 accent :  (e.g.,) toômato (tomato)+ paônda (panda)Ÿ tomato paônda  
(2) No change in C1 accent:  (e.g.,) ringo (apple)     + koôara  (koala)  Ÿ ringo koôara   
 

Two visual world studies on sixteen adults and sixteen children (age: 6-7) 
using twelve item pairs such as (1) and (2) investigated whether (i) CAR 
allows immediate by-passing of the decomposed processing of C1, 
resulting in faster access to the compound meaning, and (ii) whether CAR 
is used the same way among adults and 6-7 years olds, who both have 
acquired CAR (Shirose & Kiritani 2001, also tested in our production 
study). In the experiments, participants saw eight visual objects on the 
screen, which depicted single animals, fruits, and vegetables such as 
toômato or imaginary ñcombined creaturesò such as tomato paônda were 
presented (as in Figure 1). At the same time, they heard audio stimuli such 
as ñWhere is toômato? / tomato paônda?ò in Japanese and were asked to 
point at the correct referent (Note: Japanese doesn't have number 
distinction). Of our interest were looks to a) the Target Compound, b) the 
Target Singleton, and c) a Competitor Compound (sharing the same C1 
with the Target Compound) (See Fig.1). We analyzed the log ratio 
between the looks to the Target Compound object and those to the Target 

Singleton, and also the log odds of the looks to the Competitor Compound object against all the other objects 
combined. The effect of the C1 accent change (e.g., (1) vs. (2)) on these measures were examined over 
successive 200ms intervals from 300ms after the C1 onset.  
 
For adults, there were more looks to the Competitor Compound for (1) compared with (2) (in a corresponding 
picture for (2)) (p <0.01), in the 700-900ms interval following the C1 onset. Since C2 of the compound reference 
should eliminate the Competitor Compound as a possible referent (e.g., ñmonkeyò as in ñtomato monkeyò in 
Figure 1), we assume that the effect in this time interval reflects the processing of C1 (ñtomatoò) before the 
information from C2 is processed, although the C2 has already been heard at this time. In the same window, there 
were more looks to the Target Compound for (1) compared with (2) (p <0.05). Looks to the Target Compound and 
of the Target Singleton showed divergence about 200ms faster in (1) compared to (2), presumably due to faster 
facilitation of compound meaning due to the C1 accent cue. In the same interval (700-900ms following the C1 
onset), there were more looks to Target Singleton for (2) compared to (1) (p <0.05), indicating more activation of 
the single word interpretation of C1. In contrast, children exhibited no comparable effects. Instead, in the 
post-sentential region (1500-1700ms interval after the C1 onset and onward), there were consistently fewer looks 
to Target Compound for (1) than for (2) (p <0.05), indicating that accent cue of CAR actually hindered compound 
interpretation in children.  
 
The results from adults are best explained by a dual route model that allows the system to very rapidly pick the 
optimal route by suppressing the decompositional route using CAR when possible, even before the second half of 
the compound is processed. In contrast, 6-7 year olds rely heavily on the decompositional route, where each 
constituent has to be evaluated as a single word. 
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Thee, uhh, role of discourse status in three-year-oldsô understanding of disfluent utterances 
Sarah J. Owens & Susan A. Graham (University of Calgary) 
sjcollin@ucalgary.ca 

Filled pauses are a common phenomenon in language. Despite the prevalence of filled pauses within speech, 
they have traditionally been characterized as an unnecessary divergence from speech that listeners must 
overcome (Clark, 1996). Recently, an alternative understanding has emerged. Specifically, because filled 
pauses are systematically produced before unfamiliar words (Arnold et al., 2007), words new to a discourse 
(Arnold & Tanenhaus, 2011), and in situations characterized by uncertainty (Brennan & Williams, 1995) or 
choice (Schachter et al., 1991), they are increasingly recognized as an informative element of the speech 
stream. 

Research has demonstrated that adult listeners use disfluencies as a cue that a speaker is about to refer to 
something inaccessible or new to the discourse. In turn, this narrows the referential domain and facilitates 
reference resolution (e.g., Arnold et al., 2007). To date, only one study has examined the disfluency 
phenomenon in children. Specifically, Kidd et al. (2011) demonstrated that 32-month-oldsô looks to unfamiliar 
discourse-new objects increased when an utterance was disfluent versus when the utterance was fluent. In this 
study, discourse status and object novelty were jointly manipulated. Research with adults, on the other hand, 
has demonstrated that adults use disfluencies as a referential cue based on either of the two factors 
independently. Thus, questions remain surrounding the precise nature and robustness of the disfluency effect 
in children. The current study addresses one such question by isolating the effect of discourse status. The 
research by Kidd et al. suggested emergence of the disfluency effect around 30-months, and because this task 
is complicated by the removal of one of the cues (object novelty), we tested 3 ½ year-old children. 

Using an eye-tracking paradigm, 42-month-old children were presented with 16 familiar object pairs, each of 
which appeared on screen three times. The first two presentations established one object as discourse-given: 
children heard a recorded utterance labeling the object twice (e.g., ñI see the cat!ò). The other object (e.g., a 
horse) was not labeled, and was thus considered to be discourse-new. During the third presentation, children 
heard the critical instruction to look at either the discourse-given (e.g., the cat) or discourse-new (e.g., the 
horse) object. The instruction was fluent (i.e., contained no disfluencies: ñLook at the Xò) or disfluent (i.e., ñLook 
at thee, uhh Xò). We analyzed childrenôs looking times during two 400ms windows following onset of the noun; 
these windows were selected because they contain identical linguistic information regardless of fluency.  
 
Results revealed a significant interaction between discourse status and fluency during the first 400 ms of the 
noun (p < .05). Specifically, in this initial stage of processing, children showed different eye gaze patterns 
depending on fluency of the utterance. During disfluent trials, children looked significantly more to the 
discourse-new object regardless of which referent was the target of the noun (either discourse-new or 
discourse-given, During fluent trials, however, children showed early evidence of processing the noun. That is, 
children demonstrated a higher proportion of looking at the discourse new object when the new object was the 
target, and a higher proportion of looking at the discourse given object when the given object was the target (p 
< .05). These results indicate that hearing ñthee uhhò led children to anticipate reference to the discourse-new 
object, and that the disfluency disrupted childrenôs ability to identify the target.  As predicted, this effect begins 
to disappear as the noun unfolds. These differences were present during the early stages of processing but, as 
expected, disappeared as children processed the semantic content of the noun (i.e., the second 400ms 
window following onset of the noun). Results will be discussed in the context of childrenôs ability to use 
paralinguistic cues to facilitate referential communication. 
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Processing effects on grammar acquisition: Evidence from an artificial language study  
Lucia Pozzan, Lila Gleitman & John Trueswell (University of Pennsylvania) 
lpozzan@sas.upenn.edu 

Introduction. A cross-linguistically reliable strategy to map sentences to interpretations is to posit as many 
distinct thematic roles as noun phrases (NPôs) in a sentence1. This strategy is not error-free, and will lead 
learners to incorrect interpretations, if conflicting language-specific cues to argument structure (e.g., 
morphology) are overlooked. Here we explore how online parsing constraints, and in particular the known 
inherent difficulty in revising initial parses, may shape the ability to acquire and use morphological cues to 
argument structure. Evidence for this hypothesis exist in the literature: children learning Tagalog, a verb-initial 
language in which causative verb morphology is a reliable predictor of argument structure, show greater 
sensitivity to causative morphology than children learning Kannada, a verb-final, morphology-final language, 
perhaps because verb morphology can be used to guide parsing in verb-initial languages but can only be used 
to revise and confirm parsing in verb-final languages2. These two languages, however, have vastly different 
grammars and case marking systems. Moreover, childrenôs comprehension, not production, of morphology 
was surveyed, leaving open the possibility that the observed differences reflect known difficulties in using 
morphology to revise initial interpretations in a morphology-final language and not parsing effects on 
grammatical acquisition per se. 

Experiments. Here we report the results of an artificial language learning study demonstrating that both 
comprehension and production of morphology are delayed when morphological cues to argument structure 
appear at the end, rather than at the beginning, of sentences, in otherwise identical grammatical systems. 
Adults [N=36] learned one of four óminiatureô language variants over a three-day period. They were explicitly 
taught noun meanings but had to learn word order and morphology by observing actors carrying out actions in 
response to spoken instructions in the language (e.g., Shake the pig with the tweezers). In all language 
variants, morphology (indicated below as MORPH) is a perfectly reliable predictor of argument structure 
(indicating the presence of 1 vs. 2 thematic roles). On the contrary, since all language variants allow (optional) 
argument omission, the number of NPôs in a sentence (1 vs. 2) is not a reliable predictor of argument structure. 
In two of the languages, morphology appeared on the verb, and the verb appeared either sentence-initially 
(VMORP-(NP)-NP) or sentence-finally (NP-(NP)-VMORP). Two additional language variants, in which morphology 
appeared on NPs, were created to control for potential effects of word-order similarity between English and the 
verb-initial variant: a verb-final, morphology-initial (NPMORPH-(NP)-V) variant, and a verb-initial, morphology-final 
(V-(NP)-NPMORPH) one. 

Results & Discussion. In both a comprehension task (act 
out) and a production task (describing actions) on Day 3, 
participants who learned a language where morphology 
appeared sentence-initially showed higher accuracy in their 
use of morphological cues than those learning a language 
where morphology appeared sentence-finally (pôs<0.05), 
independent of whether morphology was on verbs or nouns 
(pôs>0.5). (Results based on multi-level mixed effects logistic 
regressions, see Figure for average proportion correct.)  
These results provide strong evidence that on-line processing 
constraints impact language acquisition. Morphological cues 
that arrive early in the sentence, and as such guide 
interpretation, are easier to learn that late-arriving cues used 
to revise intitial interpretative commitments. Parallel 
performance patterns in production and comprehension indicates that parsing affects grammatical acquisition.  

References. 1Naigles, L., Gleitman, L.R., & Gleitman, H.  (1993). Language and cognition: A developmental 
perspective. 2Trueswell, J.C., Kaufman, D., Hafri, A. & Lidz, J. (2012). Proceedings of BUCLD 36. 
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Can anaphoric dependencies be primed across languages?  Evidence from Italian-English bilinguals 
Emily Fedele, Elsi Kaiser, Maria Zubizarreta (University of Southern California) 
emilyfedele@gmail.com 
 

A key question in bilingualism research is how the two languages are organized. Prior work has found 
evidence for shared syntactic and lexical representations across languages (e.g. Hartsuiker et al 2004). We 
used priming to test whether abstract representations activated during pronoun resolution are shared across 
languages, a question not previously tested (cf. Serratriceô07). Prior work on English found that interpretation 
of object pronouns is primed by anaphoric dependencies in preceding sentences (within-language effect, 
Kaiser 2009). Our Exp#1 tested English speakers (n=16) to see if interpretation of ambiguous subject 
pronouns in English is influenced by anaphoric dependencies in preceding English primes. Exp#2 tested 
Italian-English bilinguals (n=20; L1 Italian, high fluency in English) to see if interpretation of ambiguous subject 
pronouns in English is influenced by anaphoric dependencies in preceding Italian sentences. Italian has null 
and overt pronouns. Nulls tend to refer to preceding subjects and overts to objects (e.g. Carminati 2002). 
 

Exp#1 primes used gender cues, and had subject-referring pronouns (1a), object-referring pronouns (1b), 
ambiguous pronouns (1c) or no pronouns (1d). Exp#2 primes (in Italian) manipulated pronoun form (null/overt) 
and referentsô gender (same/diff gender): Primes had (i) a form cue pointing to the preceding subject/object 
(2a-b), or (ii) a gender cue and form cue (2c-d), or no pronoun (2e). (Verb ending signals gender in (2c)). 
Targets were identical in Exp1/2, in English, with ambiguous subject pronouns (ex.3). Primes and targets were 
followed by questions on pronoun interpretation (Who returned from the trip?).  

 

Exp#1: Primes in English 
(1a) Kate picked flowers with Mark in a field when she slipped on a loose rock.   [DiffGend/Subj] 
(1b) Mark picked flowers with Kate in a field when she slipped on a loose rock    [DiffGend//Obj] 
(1c) Kate picked flowers with Mary in a field when she slipped on a loose rock.   [SameGen/Amb] 
(1d) Kate picked flowers with Mark in a field                            [baseline, no pronoun] 
 

Exp#2: Primes in Italian (shown in English for convenience, actual sentences were in Italian) 
(2a) Rita picked flowers with Maria in a field when ø slipped on a loose rock.       [Same+null] 
(2b) Rita picked flowers with Maria in a field when she slipped on a loose rock.    [Same+overt] 
(2c) Maria picked flowers with Paolo in a field when ø slipped on a loose rock.     [Diff+null] 
(2d) Paolo picked flowers with Maria in a field when she slipped on a loose rock. [Diff+overt] 
(2e) Maria picked flowers with Rita in the field.                             [baseline, no pronoun] 
  
(3) Exp#1/2: Targets in English: Bill visited Fred when he returned from the trip.  [ambiguous] 
 

Results/Exp#1 (Eng-Eng): We extend Kaiserôs findings to subject pronouns: All four conditions show a 
subject preference for the ambiguous pronouns in the targets (approx.61% subj-choices), but this preference is 
significantly weakened after object-biasing primes (ex.1b, 52%, pôs<.05): Anaphoric dependencies from primes 
can influence ambiguous pronoun interpretation. Can this priming reach across languages? Results/Exp#2 
(Ital-Eng): Even when we focus on just those trials where the primes were interpreted as intended (i.e. people 
chose subject in (3a,c), object in (3b,d)), we find no priming in targets: Responses for the ambiguous pronouns 
in targets are split between subject and object in all conditions (no sig preference for subject or object, no sig 
differences between conditions), regardless of prime. Thus, we do not find clear evidence for priming. 
 
Pronoun interpretation is primed by preceding anaphoric dependencies within a language (Exp#1), but not 
across languages (Exp#2). Given earlier findings that cross-language priming is absent when representations 
differ across languages (Loebell/Bock 2003, Bernolet et al 2007 on syntactic priming), this suggests the lack of 
cross-language pronoun-interpretation priming may stem from the different anaphoric paradigms of English 
and Italian. This has implications for the representations activated when processing anaphoric dependencies. 
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Childrenôs and adultsô processing of coordination ambiguity: An eye-tracking study 
Justine VanDyke-Lyon1, Lap-Ching Keung2, & Fernanda Ferreira1 (1 University of South Carolina,  

2 University of North Carolina ï Chapel Hill) 
vandykej@mailbox.sc.edu 
 

Many sentences are temporarily ambiguous. For example, the conjunction and can connect two noun phrases 
as in (1), or two clauses as in (2). (1) The girl knocked over the salt and the pepper after losing her balance; (2) 
The girl knocked over the salt and the pepper went flying across the table. Previous research reveals longer 
reading times on disambiguating words (e.g., went) in sentences such as (2) compared to controls, suggesting 
that adults use frequency information to build expectations about likely syntactic structure; in English, the 
conjunction and conjoins NPs more often than clauses. Here we extend this line of research by asking whether 
this frequency effect is further influenced by expectations concerning the order in which NPs co-occur. To this 
end, we recorded participantsô eye-movements as they read sentences containing coordinated noun phrases 
(binomials) that frequently co-occur in a particular order to binomials in the less frequent order (The girl 
knocked over the pepper and the salt went flying across the table). We manipulated ambiguity by including 
sentences with and without commas. We hypothesized that ambiguous, frequent binomials would be harder to 
process than their reversed counterparts because comprehenders are more committed to the highly expected, 
initial NP coordination interpretation. Additionally, we sought to investigate these same questions among 
adolescents. This is of particular interest since childrenôs semantic and syntactic knowledge is known to be 
positively correlated with off-line reading comprehension. To date, few studies have investigated how this 
information is engaged in real-time by children as they are reading. Thus, in the current study we examined 
childrenôs vocabulary knowledge as a predictor of sensitivity to syntactic (Comma) and collocation frequency 
effects (Order), as measured by reading times.  
 

Twenty children (mean=11.5yrs) and 20 adults (mean=18.8yrs) read 48 experimental sentences and 
responded to a YES/NO question after each. The design was fully counter-balanced; filler trials ensured a 
balance of structures and YES/NO responses.  
 

Offline comprehension: Overall, children made significantly more errors (mean accuracy=76%) compared to 
adults (91%). Adults were less accurate answering questions following binomials in the reversed order. Despite 
children demonstrating a similar pattern, differences among conditions were not significantly when random by 
participant variability was controlled.  
Online processing: For adults and children, linear mixed effects models revealed a significant effect of 
Comma in the disambiguating region. Specifically, we observed longer reading times for ambiguous sentences 
compared to sentences with commas (garden-path (GP) effect). In addition, immediately following the 
disambiguating region (spill-over region), we observed significant effects of both Comma and Order. Adults 
and children demonstrated longer total reading times when there was no comma and when the binomials were 
in the reversed order. For adults, there was also a significant interaction such that total reading times were 
fastest when binomials were in the standard order and when there was a comma. These results suggest that 
two factors contributed to sentence processing difficulty: encountering a sequence of NPs in an unexpected 
order, and experiencing a garden-path.  
Vocabulary knowledge as a predictor: Childrenôs vocabulary scores were associated with GP effects in both 
the disambiguating and spill-over regions. As vocabulary scores increased, reading times in the ambiguous, no 
comma condition also increased.  These results suggest that children with richer vocabularies have more 
robust syntactic expectations than their peers with weaker vocabularies. Vocabulary scores did not predict 
effects associated with the Order manipulation, suggesting that vocabulary measures are not sensitive enough 
to capture the subtle effects of co-occurrence frequency observed. 
 

In summary, both children and adults were affected by two separate violations of their expectations: order of 
constituents and overall syntactic form. In addition, the vocabulary data from the children show the rich 
connection between lexical knowledge and syntactic parsing strategies.  
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The online processing of the Japanese anaphoric expressions zibun-zisin and kare 
Atsushi Yuhaku (Ritsumeikan University), & Satoru Nakai (Doshisha University) 
yuhakun@gmail.com 

Introduction: Great attention has been paid to the online processing of anaphoric expressions in Indo-
European languages [1], but little is known about the processing of anaphoric expressions in non-Indo-
European languages. The purpose of this research is to examine how Japanese anaphoric expressions are 
processed online and to show that those processing is based on the processing hierarchy [2], which predicts 
that the processing cost of anaphoric expressions is linearized: the syntactic module < the semantic module < 
the discourse module.  

Method: 23 Japanese-native university students (M=19.4 yrs old) joined the study. The experimental paradigm 
is the Cross-Modal Lexical Decision Method (CMLD). CMLD requires the participants to do the two tasks 
simultaneously. They listened to the stimuli and answered the questions (the primary task). At the same time, 
they had to judge whether the visually presented words were acceptable or not while listening to the stimuli 
(the secondary task). CMLD assumes that the more difficult the primary task is, the longer the response time 
(RT) for the secondary task is. Two types of stimuli were presented to the participants. The first type includes 

the Japanese reflexive zibun-zisin ôself-selfô and the second type the Japanese pronoun kare óheô. (1) [Refl] 
Ekicho1 wa Dezaina2 ga mukasikara itumo zibun-zisin*1/2 no yuujin o sinjiteita to itta. óThe station master1 said 
the designer2 always trusted his*1/2 friend.ô (2) [Pron] Ekicho1 wa Dezaina2 ga mukasikara itumo kare1/2 no 
yuujin o sinjiteita to itta. óThe station master1 said the designer2 always trusted his1/2 friend.ô In the above 
hierarchy, when an anaphoric expression and its antecedent are not the coarguments of the same predicate, 
but the bound variable relationship is formed, it is processed in the semantic module. On the other hand, when 
the bound variable relationship is not formed (covaluation), the anaphoric expression is processed in the 
discourse module. If the above processing hierarchy is correct, the reflexive zibun-zisin is to be processed in 
the semantic module and its processing cost is lower than that of the pronoun kare, which does not accept the 
bound variable relationship with the antecedent [3] and is to be processed in the discourse module. 

Results: The accuracy rate for the primary task was 86.9% for the Refl and 80.4% for the Pron and there was 
no significant difference. In contrast, there was a significant difference (p=.025) in the RT for the secondary 
task between the Refl and the Pron. The participants responded much faster to the Refl (825.9ms) than to the 
Pron (926.1 ms) immediately after those anaphoric expressions, but no significant difference in the RT 
between the Refl (863.3ms) and the Pron (891.7 ms) at immediately before those expressions.   

Discussion: These results showed that the participants processed the reflexive zibun-zisin much easier than 
the pronoun kare. First, let us consider the difference in the number of possible antecedents between the 
reflexive and the pronoun. As shown in the examples (1) and (2), the pronoun can refer to both the matrix 
subject and the embedded subject while the reflexive refers to only the embedded subject, which might cause 
the Pron to be more difficult. The primary task, however, served to confirm how the participants interpreted the 
anaphoric expressions and its data showed that they correctly chose the embedded subject as the antecedent 
for both the reflexive and the pronoun, so this possibility can be ruled out. Next, let us consider the above 
processing hierarchy. This hierarchy predicts that the reflexive in the non-coargument position is processed in 
the semantic module and that its processing requires less processing resources than the pronoun processed in 
the discourse module. This prediction is borne out.  

Conclusion: This research shows that Japanese native speakers process the reflexive zibun-zisin much faster 
than the pronoun kare. This is in accordance with the prediction of the processing hierarchy of anaphoric 
expressions and indicates the application of the hierarchy in the online sentence processing of Japanese 
anaphoric expressions. 

References: [1] Koornneef (2008) Eye-catching Anaphora. [2] Reuland (2001) Primitives of Binding. L.I., 32, 
439-492. [3] Hoji (1991). Kare. In Georgopoulos & Ishihara (Eds), 287-304. 
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Resolving temporary referential ambiguity using presupposed content 
Jacopo Romoli (Macquarie University), Manizeh Khan (Harvard University), Yasutada Sudo (CNRS-EHEES-
ENS), & Jesse Snedeker (Harvard University) 
jacopo.romoli@mq.edu.au 

Presupposed information is an important component of meaning arising at the interface between semantics 
and pragmatics. Presuppositions carry information that can potentially be used incrementally to guide 
interpretation during language processing; however, little is currently known about the processing of 
presuppositions (but see Schwarz, 2007; Schwarz & Tiemann, 2012). We present the results of two visual-
world experiments investigating whether the presupposition of ñalsoò is used to predict upcoming linguistic 
material during sentence comprehension. We compare predictions from ñalsoò to predictions from ñonlyò. 
Experiment 1: On each trial, participants (N=32) heard two context-setting sentences followed by a target 
instruction. In a 2x2 design, the target instruction either referred to a previously mentioned item or a new item 
(Old/New), and either included ñalsoò/ñonlyò, as appropriate, or neither (Critical/Control). Each 4-item display 
contained two images depicting cohort-competitors (e.g. candy, candles), creating a temporary referential 
ambiguity during the target noun. A typical trial looked as in the following examples.   

Figure 1. Log-odds of proportion looking to target versus cohort competitor.  

 

Context sentences: Michael and Sarah are friends, Michael has 
candles and shoes.  

Target sentences (four conditions):  

Sarah also has some candles (Old/Critical)  

Sarah has got some candles (Old/Control)  

Only Sarah has some candles (New/Critical) 

Sarah has got some candles (New/Control)  

 

A linear mixed effects regression on the log-odds of the proportion of looks to the target during the Noun 
yielded a significant main effect of Critical vs. Control (t=2.9,p<.01) and a marginally significant effect of Also 
vs. Only (t=1.9,p=.06). Critically, there was a significant interaction (t=3.6,p<.01), driven by greater anticipatory 
looking in the ñalsoò critical condition but not in the  ñonlyò critical condition.    

Experiment 2: we followed up on Experiment 1 toò a) test if ñonlyò would be used predictively in a more 
felicitous context where there is another character with whom the speaker could be drawing a contrast and b) 
explore whether implicit mention would be sufficient to satisfy the presupposition of ñalsoò, by changing the 
context sentence (e.g. ñLook at what Michael hasò). Implicit vs. explicit mention was manipulated between-
subjects (N=32 for each condition). Looks to the target during the Noun region showed a main effect of 
mentioning ñalsoò (t=5.2,p<.01) but not of ñonlyò (t<0.9,p>.3), and no interaction with the context manipulation in 
either condition (ps>.3). Further, analyses on earlier regions of the sentence indicated that anticipatory looks in 
the ñalsoò condition began at the earliest possible moments, within 200ms of the offset of the word ñalsoò. 

Discussion: Adults rapidly used the presupposition of ñalsoò incrementally in online sentence comprehension. 
On the other hand, we saw no use of the inference that could be generated by hearing ñonlyò (i.e. that the 
upcoming material will be unique). This is surprising because, in an offline sentence completion task that 
mirrored Experiment 1, participants were able to generate and use this inference. The present study confirms 
Schwarzôs (2007) finding that presuppositions are processed online.  Critically, by using a more temporally-
sensitive design we are able to demonstrate that these effects emerge within 200ms of the offset of the 
presuppositional trigger.  
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Coherence expectations underlie parallelism effects for conjoined clauses 
Laura Kertz and Corey Cusimano (Brown University) 
laura_kertz@brown.edu 

The source of parallel facilitation observed for conjoined clauses (Frazier et al. 1984) has been much 
debated, with competing explanations invoking either a general priming mechanism or a processing constraint 
unique to coordinate structures. In the current study we tested the hypothesis that parallel facilitation follows 
from constraints on information packaging that support discourse coherence.  Specifically, we proposed that 
when a discourse highlights the resemblance between two events, as opposed, for example, to a causal 
relation, there is a strong preference to mention event participants in parallel order (cf. Kehler 2002). This 
ordering preference, we propose, underlies facilitation for clause-level parallelism. We tested this hypothesis in 
two ways. 

In a sentence completion task (n=36) a prompt appeared in either active or passive voice followed by a 
connective biased toward either a resemblance (ówhileô) or causal (óbecauseô) coherence relation (1-2 below). 
Overall, there was a strong tendency to supply completions in active voice (92%). However, for ówhileô prompts, 
the rate of active completions depended on the form of the matrix clause (99% following an active; 79% 
following a passive). For  óbecauseô prompts, there was no effect of voice on the rate of active completions 
(96% vs. 93%). This result indicates that preferences for parallel structure are conditioned on expectations 
regarding discourse coherence.  

Next, we used a visual world paradigm (n=30) to test whether connectives interact with structure to bias 
listener expectations for upcoming referents. We predicted that, upon hearing ówhileô, listeners would launch 
anticipatory looks to a new discourse referent that is semantically similar to the subject of the preceding clause 
(e.g. ódetectiveô is more similar to ócopô than óbikerô), but that looks following óbecauseô would be unaffected by 
the structure of the previous clause. We tested this with stimuli which described the same event in active or 
passive voice, followed by either ówhileô or óbecauseô (3-4 below).  We then tracked looks to a target, which was 
displayed along with three competitors.  

Study 1: Sentence completion prompts  Study 2: Auditory stimuli 

1. The nurse was examining the woman  3. The cop was arresting the biker while/because 
    while/because the _____________.      the detective was subduing the bartender. 
2. The woman was being examined by the  4. The biker was being arrested by the cop  
    nurse while/because the ________.      while/because the detective was subduing the bartender. 

(Visual target: detective, competitors: cop, biker, 
bartender)     

Growth curve analysis tracking looks to the target from the onset of the subject of the second clause revealed 
the predicted interaction between voice and connective (p<.05). Time bin analyses also confirmed that after 
hearing ówhileô, participants looked to a new referent semantically similar to the subject of the previous clause; 
after óbecauseô looks to previously mentioned participants persisted (presumably because listeners anticipated 
an explanation implicating these discourse-old referents). 

These results demonstrate that sentence structure can guide expectations about order of mention for 
upcoming referents, specifically in cases where the listener is expecting a resemblance coherence relationship 
between the two clauses. The findings support an alternative view of parallelism effects in conjoined clauses 
as a special case of the influence of discourse-based expectation. 

References. Frazier, L., Taft, L., Roeper, T., Clifton, J., & Ehrlich, K. (1984). Parallel structure: A source of 
facilitation in sentence comprehension. Memory and Cognition, 12(5), 421ï430. Kehler, A. (2002). Coherence, 
Reference, and the Theory of Grammar. Stanford: CSLI. 
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Effects of event-structure and topic/focus-marking on pronoun reference in Korean 
Kitaek Kim, Theres Grüter & Amy J. Schafer (University of Hawaiói at MǕnoa) 
kitaek@hawaii.edu 

Reference resolution is known to be subject to a variety of interacting, and potentially form-specific, constraints 
(e.g., Arnold, 2001; Kaiser & Trueswell, 2008). Ueno & Kehler (2010, henceforth U&K) recently extended this 
line of research by asking (i) whether null pronouns in Japanese display the same interactions between 
grammatical and pragmatic factors as those observed for overt pronouns in English (Kehler et al., 2008), and 
(ii) whether topic-marking on the source argument of a transfer-of-possession event (see 2) would make that 
referent a more likely topic for the next sentence in the discourse. Their results from a passage completion task 
adapted from Rohde et al. (2006) suggested that (i) only overt but not null pronouns were sensitive to 
pragmatic factors in Japanese, and (ii) topic-marking did not influence reference resolution. Here we 
reconsider these claims in two experiments using closely related materials in Korean.  
 
 

Exp1. Thirty native Korean speakers participated in a written passage completion task with a 2x3 design, 
varying aspect in the context sentence (perfective/imperfective) and 
prompt type in the continuation (null pronoun prompt/overt pronoun/free 
(i.e., unrestricted form)). Unlike in U&K, the null-pronoun prompt was not 
presented as ñsubject-omissionò, but as ñÏò, explained as ñinvisible 
pronounò, to avoid creating a subject/source bias. Results, in line with 
previous work, show the subject of the continuation referred to the 
source of the context sentence more often when that sentence was 
imperfective, i.e., described an incomplete event, vs. perfective (Fig.1; 
main effect of aspect: F1(1,29)=14.5, p<.01; F2(1,41)=12.0, p<.01). Yet 
unlike in U&K, this effect did not interact with prompt type, suggesting 
that overt and null pronouns in Korean are sensitive to event-structure. 
We attribute this change to the less biasing prompt description. 
 
 

Exp2. The Korean marker -nun can co-occur with the source (2) or goal argument (3). Sohn (1999) describes 
ïnun as a contrastive topic marker (ñTCò). We predicted that in sentence-initial position (2), -nun would denote 
a topic whereas medial -nun would mark contrastive focus. Arguments marked with Topic-nun should be likely 
referents for subsequent pronouns. However, we predicted that ContrastiveFocus-nun, on the Goal argument, 
would promote continuations that maintained the Source argument as the topic and selected a contrastive 
Goal. Thus, Source-reference would be higher for (3) than (1). 

(1) Chelswu-ka Yengswu-eykey chayk-ul cwu-ess-e. 
 Chelswu-Nom Yengswu-Dat book-Acc give-Past           ñC. gave a book to Y.ò 
(2) Chelswu-nun Yengswu-eykey chayk-ul cwu-ess-e. 
 Chelswu-TC Yengswu-Dat book-Acc give-Past         ñC.TC gave a book to Y.ò 
(3) Chelswu-ka Yengswu-eykey-nun chayk-ul cwu-ess-e. 
 Chelswu-Nom Yengswu-Dat-TC book-Acc give-Past         ñC. gave a book to Y.TC.ò 

Thirty six native Korean speakers participated in a passage completion task with a 3x3 design, varying TC-
marking in the context sentence (nominative-marking/Topic-nun/ContFocus-nun) and prompt type in the 
continuation (as in Exp1). Results show the subject of the continuation (for all three prompt types) referred to 
the source of the context sentence more often when that sentence had ContFocus-nun (65.7% Source-
reference for (3)), but like U&K, no significant difference was found between nominative- and Topic-nun-
marking (43.8% & 51.0% Source-reference for (1) and (2) respectively; main effect of TC-marking: 
F1(2,70)=18.5 p<.01, F2(2,88)=15.658, p<.01). Notably, contrastive continuations (e.g., Chelswu did not give a 
book to MINHO) were produced exclusively in ContFocus-nun conditions, constituting 29.1% of all produced 
sentences there, suggesting (contrastive) focus promotes alternatives in the reference set.  

Fig.1. %Source-reference by prompt type 
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Clause structure matters: The role of left dislocations and clefts in pronoun resolution 
Barbara Hemforth, Israel de la Fuente (Université Paris 7-Diderot), Saveria Colonna (Université Paris 
8-Vincennes-Saint-Denis) & Sarah Schimke (Universität Osnabrück) 
barbara.hemforth@linguist.univ-paris-diderot.fr 

Pronoun resolution is essential for the interpretation of ongoing discourse and for establishing coherence. 
Therefore, it would be reasonable to assume that pronouns show a general preference for the most relevant or 
the most salient antecedent in the current model of the situation (e.g., Ariel, 1988; Chafe, 1974; Grosz et al., 
1995). Consistent with this assumption, a number of studies have shown that potential antecedents increase in 
accessibility when they are established discourse topics, when they are left-dislocated and, presumably 
topicalized, or when they are foregrounded in a cleft construction (e.g., Cowles et al., 2007; Ellert, 2010; 
Foraker & McElree, 2007). Based on a series of visual-world studies and off-line questionnaires, we will show 
that, while this assumption seems to be generally in line with pronoun resolution across sentence boundaries 
(1a), within-sentence pronoun resolution, where the potential antecedents are in the matrix clause and the 
pronoun in a subordinate clause (1b), seems to contradict this general relevance or salience principle. 

(1a) As for the postman heé / It was the postman whoé / The postmané / émet the streetsweeper. He was 
on his way home. 
(1b) As for the postman heé / It was the postman whoé / The postmané / émet the streetsweeper when he 
was on his way home. 

In particular, our results consistently show that, while the ambiguous pronouns in (1a) and in (1b) show an 
increased preference for left-dislocated antecedents, clefting enhances accessibility only between sentences. 
Within the sentence, however, clefting seems to have the opposite effect, that is, it decreases the accessibility 
of the clefted antecedent for ambiguous pronouns in the subordinate clause. We will show that this pattern 
holds for overt subject pronouns in French and in German, as well as for null subject and object clitic pronouns 
in Spanish. While basic preferences in sentences with SVO matrix clauses differ considerably and predictably 
across constructions and languages, left-dislocation and clefting generally show a highly similar effect 
increasing (for left-dislocations) or decreasing (for clefting) accessibility. Additionally, the results from a 
questionnaire in French suggest that this pattern holds even in cases where the cleft structure is used in the 
context of a narrow focus question (ñWho met the street-sweeper?) and in the context of an all focus question 
(ñWhat happened?ò), where they are more likely interpreted as presentational clefts. 

We will argue that the observed dispreference for the clefted antecedent in within-sentence pronoun resolution 
stems from properties of both the semantics and the information structure of cleft sentences. Cleft sentences 
consist of a foregrounded (potentially new, focused) part, the cleft, and a backgrounded (potentially given, 
presupposed) part, the coda. We assume that the different possible interpretations of the pronoun are due to 
different attachment preferences of the subordinate clause as a whole, which can be attached high (modifying 
the whole sentence) or low (as part of the presupposed information). A preference to interpret the subordinate 
clause as presupposed will explain the cross-linguistic and cross-construction results. We will argue more 
generally that coherence is primarily established on corresponding informational levels, i.e. within the 
backgrounded/presupposed or the foregrounded/asserted part of an utterance.  
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Online sensitivity to structural constraints on bound variable anaphora 
Ian Cunnings (University of Edinburgh), Clare Patterson & Claudia Felser (University of Potsdam) 
ian.cunnings@ed.ac.uk 

A growing body of research has examined the parserôs sensitivity to structural constraints on reference 
resolution. Much of this work has focused on reflexives, showing that structural constraints on binding (notably, 
c-command) affect parsing immediately [5, 6]. Comparatively few studies have looked at the processing of 
bound variable anaphora. Linguistic theory posits that for a quantifier phrase (QP) to bind a pronoun, the QP 
must c-command the pronoun [4]. Exceptions are however attested [1], and an earlier study [2] found no 
evidence of c-command failure increasing processing difficulty, although these findings might have resulted 
from the fact that the materials tested contained only one (gender matching) antecedent in the discourse. We 
report the results from a new eye-movement experiment, which investigates whether the c-command 
constraint on bound variable anaphora affects online sentence comprehension. 

32 native English speakers read 24 critical items in a 2x2 design as in (1/2), plus 60 fillers. Gender congruence 
was manipulated between the QP and pronoun as a diagnostic for dependency formation. In the (a) versions of 
each sentence, the QP matches in gender with the pronoun, while in the (b) versions there is a gender 
mismatch. In each case, the surgeon is a grammatically available antecedent that matches in stereotypical 
gender with the pronoun. 

(1a) The surgeon saw that every old man on the ward silently wished that he could go a little bit faster. 
(1b) The surgeon saw that every old woman on the ward silently wished that he could go a little bit faster. 
(2a) The surgeon who every old man on the ward saw silently wished that he could go a little bit faster. 
(2b) The surgeon who every old woman on the ward saw silently wished that he could go a little bit faster. 

The c-command requirement predicts that the pronoun he should be able to bind to the QP in (1), when the QP 
c-commands the pronoun, but not in (2), when it does not. 

At the critical region (that he), we found reliably longer 1st pass times for sentences such as (2a,b) in 
comparison to (1a,b), indicating that sentences containing relative clauses were generally read slower than 
those without. In 2nd pass times at the pronoun region, we observed a reliable óc-commandô by ógenderô 
interaction. Planned comparisons revealed longer reading times (p = .017) in gender mismatch condition (1b) 
than in gender match condition (1a), but no reliable differences between (2a) and (2b) (p = .866). Reliable 
interactions were also observed at the spillover region (could go), where again second-pass times indicated 
longer reading times in (1b) than (1a) (p < .001), but no differences between (2a/b) (p = .842). A marginally 
significant interaction was also observed for regression paths at the sentence final region (bit faster), which 
again showed the same trend between conditions (1a,b) (p = .073) but not (2a,b) (p = .472). 

Our finding of gender mismatch effects in (1a,b) but not (2a,b) indicates that participants only attempted to link 
the pronoun to the QP when it c-commanded the pronoun. These results contrast to a previous study [3] where 
non-quantified proper name antecedents inside relative clauses were considered as coreference antecedents 
for a subject pronoun. Together, these results suggest an antecedent search mechanism that is sensitive to 
structural constraints on both syntactically (e.g. reflexives) and semantically bound anaphora. 

References 

[1] Barker (2012). Linguistic Inquiry 43, 614-633; [2] Carminati et al. (2002) Journal of Semantics 19, 1-34; [3] 
Cunnings et al. (submitted). Variable binding & coreference in sentence comprehension; [4] Reinhart (1983). 
Anaphora & semantic interpretation; [5] Sturt (2003). Journal of Memory & Language 48, 542-562; [6] Xiang et 
al. (2009). Brain & Lang. 108, 40-55. 
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Syntactic prominence in the processing of reference: Does subordination matter? 
Wei Cheng, Jenn Olejarczyk, Amit Almor (University of South Carolina) 
cheng22@email.sc.edu 

Repeated reference is one of the primary means to make text or conversation coherent. One important factor 
affecting the resolution of repeated reference is the prominence of the referent in the discourse, which affects 
the likely form used for the reference. For example, the repeated name penalty (the slower reading of repeated 
name anaphors than pronouns) occurs when the anaphor is coreferential with a prominent entity in local 
discourse, but disappears when the referent is in a non-prominent position. Referent prominence is determined 
by many factors, one of which is the syntactic role of the referent. Discourse Prominence Theory (DPT; Gordon 
& Hendrick, 1998) specifies that a referentôs syntactic prominence is dependent on its height in the phrase 
structure, and is inversely related to its depth of embeddedness. Previous tests of this claim have looked at 
conjoined noun phrase subjects and possessive noun phrase subjects. Since embeddedness and prominence 
are confounded with constituent headedness in these constructions, it is not clear whether the results of 
previous studies support DPTôs specific claims about the cause of prominence, or whether they simply reflect 
the unprivileged status of non-headedness of the referent. The present study aimed to disentangle these 
issues by comparing intersentential coreference with intrasentential coreference processing in constructions 
where the antecedent is embedded within subordinate clause(s) yet still occupies the subject head noun 
position, and thus should not be prominent according to DPTôs analysis of prominence (see sample items). 

Two self-paced reading experiments were conducted that differed in the degree of embeddedness of the 
referent (see sample items). Twenty-four and twenty-six native English speakers participated in Experiments 1 
and 2 respectively. Both experiments had a 2×2 design with Structure (intra- vs. intersentential) and Anaphor 
(pronoun vs. repeated name) as independent variables. Each experiment had 32 test items constructed in four 
versions, which were counter-balanced so that each participant saw one version of each item. Participants 
read the stimulus clause-by-clause/sentence-by-sentence.  

In Exp. 1, there was no main effect of Structure [F1, F2 < 1]. There was a main effect of Anaphor such that 
reading times were longer in the repeated name condition than the pronoun condition [F1(1, 21) = 7.38, p < .05, 
F2(1, 31) = 6.30, p < .05]. There was no significant interaction between the factors [F1 < 1, F2(1, 31) = 3.00, p = 
.093]. In Exp. 2, there was a main effect of Structure [F1 (1, 24) = 4.85, p < .05, F2 (1, 31) = 6.51, p < .05], with 
the second clause being read faster in the intrasentential condition, and a main effect of Anaphor, such that 
clauses/sentences containing pronouns were read faster than those containing repeated names [F1(1, 24) = 
4.06, p = .055, F2(1, 31) = 5.23, p < .05]. There was no significant interaction between the factors [F1, F2 <1]. 
We focus here on the main effect of Anaphor and lack of interaction found in both experiments.  

Taken together, these results show that the repeated name penalty occurs when the antecedent is embedded 
within subordinate clause(s), a non-prominent position according to Discourse Prominence Theory. This 
indicates that syntactic prominence may not be determined only by the height of an antecedent in the syntactic 
tree and that its syntactic function (subject) and status (head noun) or topichood may play a more important 
role. The results also suggest that the same processes underlying coreference operate both within and 
between sentences. 
 
Exp. 1 (intrasentential): When John went to the store, he/John saw a squirrel.   
Exp. 1 (intersentential): John went to the store. He/John saw a squirrel.   
Exp. 2 (intrasentential): Although it was said that Alex would come, he/Alex did not show up.  
Exp. 2 (intersentential): It was said that Alex would come. He/Alex did not show up.  
 
Reference 
Gordon, P. C., & Hendrick, R. (1998). The representation and processing of coreference in discourse. 

Cognitive Science, 22, 389-424.  
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Figuring out Kafka: Structural biases induce early sense commitment for metonyms 
Joel Fishbein & Jesse A. Harris (Pomona College) 
jesse.harris@pomona.edu 

According to the Underspecification Model, the language processor initially activates an underspecified 
representation of a metonym, consistent with all of its related senses (Frazier & Rayner, 1990; Frisson & 
Pickering, 1999, et seq). A specific sense may then be selected in a secondary homing-in stage if necessitated 
by context. Crucially, the model does not fully specify which types of information may activate the homing-in 
stage and at which point during sentence interpretation such information is relevant. Little research to date has 
investigated whether structural defaults ï in addition to lexical and contextual information ï can entice the 
parser to commit to a specific lexical sense (though see Fodor & Inoue, 2000). We investigated how sense 
selection was affected by an independently plausible principle, the Subject-as-Agent Principle (SAP): 
provisionally assign an animate sentential subject an agent theta-role, all else being equal (see also 
Grodzinksy, 1986, and Ferreira, 2003). With evidence from three studies on producer-for-product metonymies 
(e.g., when Kafka refers to the works of Kafka, rather than the literal, person sense), we propose that SAP 
encourages the processor to select a specific sense before required by context or lexical-level constraints. 

Experiment 1: Effect of syntactic voice in reading. Experiment 1 was composed of two sub-experiments, a 
self-paced reading (N=32) and an eye movements (N=36) study, manipulating (i) Sentential-Voice (Active vs. 
Passive) and (ii) Verb-Type (Literal-selecting vs. Figurative-selecting; matched for frequency and length), as in 
(1). After both studies, we tested each subjectôs familiarity with metonymic names, discarding unfamiliar 
metonyms from the analysis. According to SAP, the processor provisionally assigns an agent theta-role to the 
metonym in Passive (Kafka was the subject; 1b), but not Active (Kafka was the object; 1a) voice. As an agent 
role is only consistent with the literal sense, the processor should engage in early sense selection for 
metonyms only in Passives. There were no processing differences for Actives, replicating previous results from 
Frisson and Pickering, and others. However, in the post-verbal region in Passives, items with Figurative-
selecting verbs (printed) elicited slower reading times (M=752ms, SE=31) than Literal-selecting (contacted) 
counterparts (M=660ms, SE=37) in self-paced reading, t=2.09, p<0.05. In the eye movement follow-up, a 
processing cost for Figurative-selecting verbs over Literal-selecting ones was observed only for Passive items, 
manifesting in longer go-past times, increased regressions out, and longer second pass times on the post-
verbal region, as well as increased second pass times and regressions in for the verb region. 

Experiment 2: Fill-in-the-blanks. Items consisted of the Passive and Active sentence frames from 
Experiment 1, with the verbs replaced by blanks. The experiment was conducted over the Internet using 
Amazon Mechanical Turk. Participants (N=32) were instructed to provide the first sensical verb that came to 
mind. Even when biasing against our hypothesis by counting ambiguous verbs as metonymic, we found that 
fewer Figurative-selecting verbs were supplied for Passive (M=58.56%, SE=2.59) than for Active (M=71.82%, 
SE=2.37) sentences, z=3.30, p<0.001, as predicted, and various annotation schemes supported the results. 

Experiment 3: Independent effect of context. To investigate the effect of prior context, this self-paced 
reading task (N=48) presented passives with metonymic subjects, manipulating (i) Verb-type as in Experiment 
1, but varying the preceding context (ii) Contextutal-Bias (Figurative-Biasing vs. Neutral). There was again a 
processing cost for Figurative-selecting over Literal-selecting verbs (d=115ms), t=2.92, p<0.05, as well as 
facilitation for Figurative-Biasing over Neutral contexts (d=83), t=3.01, p<0.01, but no interaction, indicating that 
the processor was not tempted to override SAP, nor its earlier commitment to the literal sense, until it received 
information which was grammatically inconsistent with the initial sense selection. 

Conclusion. The results above support the claim that a grammatical heuristic like SAP can motivate early 
commitment to a specific sense of a metonym and that application of this default is difficult to overturn by more 
general context; thus grammatical biases, as well as lexical-level constraints, may initiate an early commitment 
to a specific sense when processing metonyms. 

 (1) a. |1 As planned, |2 Kafka |3 was printed/contacted |4 by the publisher |5 shortly after |6 the revisions were 
in. 

    b. |1 As planned, |2 the publisher |3 printed/contacted |4 Kafka |5 shortly after |6 the revisions were in. 
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Walking the walk and talking the talk, and perceptually simulating both while reading 
Mallory C. Stites & Kiel Christianson (University of Illinois, Urbana-Champaign) 
stites2@illinois.edu 

Previous research shows that the semantic content of dialogue descriptions affects reading times on 
embedded quotes. Yao and Scheepers (2011) showed that readers were faster to read direct quotes when the 
preceding context implied a fast-talking character, an effect attributed to perceptual simulation of talker speed. 
Subsequently, Stites, Luke, and Christianson (2012) manipulated a characterôs action speed independently 
from their speaking rate (e.g., John ran/walked into the room and said quickly/slowly, ñI finally found my car 
keysò) to determine if these two cues have separable effects on direct speech simulation. Readers spent less 
time reading direct (but not indirect) quotes explicitly described as being said quickly compared to slowly, 
whereas action speed had no effect. Furthermore, semantically ñfastò adverbs were read faster than 
semantically ñslowò adverbs, controlling for length and frequency.  

However, Stites et al. (2012) leaves the open question of whether adverb speed affects quote reading times 
because it directly describes speech rate, or because it was always closer to the quote than the action verb 
was. In the current stimuli, the adverb describing speech rate is farther away from the direct quote than the 
verb (e.g., John said quickly/slowly as he ran/walked into the room, ñI finally found my car keysò). The current 
results replicate Stites et al.'s findings that readers use adverb content to modulate direct quote reading times: 
go-past and total times are significantly shorter on quotes said quickly compared to slowly, with no effect of 
action speed. Thus, readers use the adverb describing the quote to guide simulation of talker speed, 
regardless of its physical distance from the direct quote. Additionally, fast adverbs were again read significantly 
faster than slow adverbs, with a marginal effect of adverb speed on the following phrase (as he), marking an 
important replication of the adverb effect in Stites et al. 

Readers also appeared to perceptually simulate the speed at which a character performed a physical action, 
an effect that was not present in previous work. Total reading times on the action verb were shorter for fast 
than slow verbs (controlling for length and frequency), while selective go-past durations on the subsequent 
prepositional phrase describing the action performed (into the room) were shorter following fast relative to slow 
actions, with no effect of adverb speed on either region. To our knowledge, we are the first to show that 
perceptual simulation of a non-vocal action can modulate eye movements. This effect was not present in Stites 
et al. (2012) when the action occurred before the speech act was introduced, suggesting that the verb ñsaidò 
cues the upcoming speech, causing readers to prepare to generate voice-related representations. This 
preparation for perceptual simulation could make readers more likely to create any perceptually-driven 
representations, including character movement rate. The dissociation between the effects of character 
speaking and movement rate suggests that readers generate perceptual representations that are sensitive 
enough to affect reading times on only the phrases to which they directly correspond, rather than generally 
affecting eye-movement speed over the remainder of the sentence.  
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Can the bucket be kicked by him? ï The processing of passivized idiomatic and literal sentences 
Laura Dörre & Eva Smolka (University of Konstanz) 
Laura.Doerre@uni-konstanz.de 

Idioms like ñkick the bucketò hold a special status in sentence processing. Their meaning cannot be 
constructed from the meaning of the individual parts. In addition, idioms are both semantically fixed, since 
single words cannot be exchanged, as in *òhe punched the bucketò and syntactically fixed, since they cannot 
undergo all syntactic transformations, as in *òthe bucket was kicked by himò. (e.g., Gibbs & Gonzales, 1985). In 
a previous study, we have shown that idioms are not as semantically fixed as previously assumed. Participants 
recognized the idiomatic meaning, even if single words were exchanged with semantic associations, as in ñshe 
always reached for the planetsò or ñshe always grasped at the starsò (Smolka & Dörre, 2012).  

The present study examined the syntactic fixedness of ambiguous idiomatic sentences, that is, sentences that 
hold both a figurative and literal meaning: Are idioms interpreted figuratively, even if they are passivized? In a 
sentence-completion test, we compared the recognition of active and passivized idiomatic and literal sentences. 
The sentences were passivized in a way that the canonical passive word order was preserved.To this end, 52 
idiomatic sentences were paired with 52 literal control sentences holding the same verb in the last sentence 
position. Half of the sentences were (a) transitive, the other half (b) ditransitive. In addition, 154 literal filler 
sentences were used.  

(a) Der Redner hat den Rahmen gesprengt / Der Rahmen wurde vom Redner gesprengt. 
     Literal: The speaker has blown up the frame / The frame was blown up by the speaker. 
     Figurative: The speaker went beyond the scope of his time.  

(b) Sie hat ihm das Genick gebrochen / Ihm wurde von ihr das Genick gebrochen. 
     Literal: She has snapped his neck / His neck was snapped by her. 
     Figurative: She brought him to ruin. 

31 participants heard the sentences via headphones in either active or passive voice without the verb in the 
last sentence position. Three possible verbs were presented simultaneously on a screen, one completed the 
figurative meaning, one a semantically related meaning, and the third an unrelated meaning. Participants had 
to decide as fast as possible via a push button-box, which of the three presented verbs best completed the 
sentence. An error arose if the participants did not choose the verb that completed the figurative meaning. 
RT and error data showed easier processing of idiomatic than literal sentences, and of active than passive 
sentences. The lack of an interaction suggested that idiomatic sentences are recognized even if they are 
presented in passive voice. Interestingly, ditransitive passive sentences showed fewer errors than transitive 
passive sentences. This indicates that the passivization of idioms depends on syntactic rather than semantic 
information and that idioms are not as syntactically fixed as previously assumed. We integrate these findings in 
a model of idiom processing, with a focus on canonicity and adjacency of sentence constituents. 

References 

Gibbs, R.W. Jr. & Gonzales, G.P. (1985). Syntactic frozenness in processing and remembering idioms. 
Cognition, 20, 243-259. 

Smolka, E., & Dörre, L. (2012, June). Can You Reach for the Planets? ï The Processing of Idioms in Aphasics. 
Poster presented at the International Conference ï NeuroPsychoLinguistic Perspectives on Aphasia, 
Toulouse, France. 
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Listen to the hand: Gestures shape the comprehension of ambiguous pronouns  
Stephani Foraker & Megan Delo (SUNY Buffalo State)  
forakesm@buffalostate.edu 

The hand gestures people make while speaking are tightly coordinated with what they are saying (McNeill, 
1992), and can communicate the meaning of nouns and verbs (Bernardis, Salillas & Caramelli, 2008) or the 
position and size of objects (Holler, Shovelton, & Beattie, 2009). We tested whether comprehenders use 
gestures to interpret pronouns. Speakers sometimes use the location or hand shape of gestures to help mark 
co-reference between a pronoun and its referent (Foraker, 2010; So, Kita, & Goldin-Meadow, 2009), but it is 
not clear when and to what degree comprehenders make use of gestures carrying co-reference information. 
One study by Goodrich Smith and Hudson-Kam (2012) indicated that gestures that are incongruent with order 
of mention in a spoken discourse can shift comprehendersô interpretation of a pronoun. In the present study, 
we tested for facilitatory rather than inhibitory effects of gesture on ambiguous pronoun interpretation. We 
predicted that a gesture consistently indicating one character should bias interpretation to that character, no 
matter its order of mention.   
 

Comprehenders viewed 24 short videotaped discourses. As in the example below, the first part included a 
gesture accompanying each of two same-gender characters. In the critical last sentence during the pronoun, 
the gesture was (1) Person 1 repeated, (2) Person 2 repeated, (3) Ambiguous 2-handed symmetrical, or (4) No 
gesture. After viewing each video, the 32 native English-speaking participants answered a question probing 
pronoun interpretation.  
 

Video: ñCraig and Matt went on vacation. Craig[Person 1 gesture] took a trip to Hawaii while Matt[Person 2 gesture] took a 
trip to Florida. He[1/2/3/4] thought the weather was great while on vacation.ò  
Question: Who thought the weather was great while on vacation?  
Answer choices 1-7 scale: (1) definitely Craig é (4) either Craig or Matt é (7) definitely Matt  
 

The Person 1 and 2 gestures were performed by different hands, counterbalanced across items. The gestures 
were either predominantly representational gestures with hand shape information or points with location 
information (consistent within an item). Properties of the speech across the four conditions were controlled so 
the speech alone did not bias interpretation, confirmed by a norming experiment of the audio extracted from 
each video condition, and items were counterbalanced across four lists.  
 

Consistent with our predictions, comprehenders were 
sensitive to the speakerôs gestures, using them to guide 
pronoun interpretation. In comparison to the Ambiguous 
gesture baseline condition, Person 1 gestures biased 
interpretation toward the first-mentioned character, and 
Person 2 gestures toward the second-mentioned character. 
The same pattern was found for comparisons with the No 
gesture baseline condition. Additionally, the baseline 
conditions differed: the No gesture condition showed a 
greater recency bias, while the Ambiguous gesture attracted 
ratings significantly closer to the ambiguous ñeither oneò mid-
point of the scale. There were no differences between 
representational and pointing gestures, p = .15.  
 

This experiment clearly shows that when gestures are present, comprehenders do use them to facilitate 
interpretation of a pronoun, utilizing the content of the gestures in relation to discourse structure. It remains to 
be seen whether such gestures are used in an automatic, obligatory fashion as part of on-line co-reference 
resolution, as Kelly, Ozyurek, and Maris (2010) have claimed for verb interpretation.   



 Poster Session 1                                        1.17 

 

67 
 

The Action-Sentence Compatibility Effect in American Sign Language 
Kristen Secora (San Diego State University and University of California, San Diego) & Karen Emmorey (San 
Diego State University) 
krsecora@gmail.com 

Evidence from the embodied cognition literature suggests that humans engage the sensorimotor system during 
language comprehension and that one mechanism by which this occurs is mental simulation (Barsalou, 2008; 
Gallese & Lakoff, 2005). Effects of this simulation on motor execution have been demonstrated in stimulus-
response compatibility effects such as the Action-sentence Compatibility Effect (ACE) (Glenberg & Kaschak, 
2002). Response times (e.g., for sentence plausibility judgments) are facilitated when the motor response (e.g., 
pressing a óyesô button that requires a movement toward the body) is congruent with the movement direction 
implied by the semantics of a written or spoken sentence (e.g., ñYou open the drawerò). Such facilitation 
provides evidence for the involvement of sensorimotor systems in language comprehension. In sign 
languages, however, there is a potential conflict between sensorimotor systems and linguistic semantics 
because movement away from the signerôs body is perceived as motion toward the addresseeôs body (who is 
facing the signer). For example, semantics of the verb PUSH involve movement away from the body, but the 
addressee perceives the movement of the verb PUSH as toward, rather than away from their own body. 
Kaschak et al. (2005) found that perceiving nonlinguistic visual motion toward or away from the perceiver 
impacts the comprehension of motion sentences expressing motion toward or away from the body. We 
examined whether perceptual processing of linguistic sign movement modulates the ACE or whether the ACE 
is driven purely by the semantics of the verb. If the latter, then the direction of visual movement seen in the 
sign should have little effect on the motor response. If the former, then conflicting perceptual and semantic 
motion should modulate the ACE. Deaf ASL signers (N = 31) performed a plausibility judgment task for signed 
sentences that expressed motion away (e.g., ñyou threw a ballò) or toward (e.g., ñyou grabbed a cupò). 
Responses were made by pressing a button requiring movement away from or toward the body. We found a 
significant congruency effect only when responses were categorized in relation to semantic motion rather than 
perceptual motion of the observed signed sentence [F(1, 29) = 4.81, p<.05]. This result indicates that a) the 
motor system is involved in comprehension of a visual-manual language and b) motor simulations for sign 
language are modulated by verb semantics rather than by the perceived visual motion of the hands. 

References 

Barsalou, L. W. (2008). Grounded cognition. Annual Review of Psychology, 59, 617-45. 
Gallese, V. & Lakoff, G. (2005). The brainôs concepts: The role of the sensory-motor system in conceptual 

knowledge. Cognitive Neuropsychology, 22(3/4), 455-479. 
Glenberg, A.M., & Kaschak, M. P. (2002). Grounding language in action. Psychonomic Bulletin, 9(3), 558-565. 
Kaschak, M. P., Madden, C. J., Therriault, D. J., Yaxley, R. H., Aveyard, M., Blanchard, A. A., & Zwaan, R. A. 

(2005). Perception of motion affects language processing. Cognition, 94, B79-B89. 
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Case-marking affects word order: Evidence from the gesture paradigm 
Eunice Lim, Evelina Fedorenko, Edward Gibson (Massachusetts Institute of Technology)  
eunjeeml@mit.edu 
 

Although languages vary in the word order they use to describe transitive events (e.g., Dryer, 2002), Goldin-
Meadow et al. (2008) have reported a universal word-order bias in a paradigm where participants are asked to 
convey event meanings using gestures. In particular, participants tend to gesture the verb (i.e., the action) after 
the subject and object (i.e., the event participants). For example, when asked to gesture the meaning of an 
animation depicting a boy kicking a ball, participants typically gesture ñboy ball kickò, regardless of whether 
they speak a verb-final language like Turkish, Japanese or Korean, or a verb-medial language like English, 
Spanish, Italian or Chinese (Goldin-Meadow et al., 2008; Langus & Nespor, 2010; Gibson et al., in press). 
Subsequent studies have, however, established that the default verb-final order can change to verb-medial for 
gesturing the meanings of reversible events such as a boy kicking a girl (Hall et al., 2010; Meir et al., 2010; 
Gibson et al., in press). Gibson et al. (in press) argued that the SVO order is more robust to noise because the 
positions of the noun phrases with respect to the verb can provide cues about which noun phrase is the subject 
and which the object (cf. the SOV order where both nouns are on the same side of the verb). Thus the loss of 
one of the noun phrases due to noise (e.g., Shannon, 1949; Levy et al., 2009) does not affect the interpretation 
of the remaining noun phrase in the SVO order: ñgirl kicksò allows the listener to recover the meaning of the girl 
kicking someone/something, and ñkicks boyò allows the listener to recover the meaning of the boy being 
kicked. 
 

However, if the SVO word order is more robust to noise, why arenôt all languages verb-medial? Although SVO 
is the dominant order in a large fraction of the worldôs languages (41.2%), a similarly large fraction (47.1%) 
have SOV as the dominant order (e.g., Dryer, 2002). Gibson et al. (in press) have proposed that languages 
may retain the SOV order if they invent a system for marking the event participants for their thematic roles, 
such as case-marking or agreement. Indeed, in the gesturing paradigm some participants spontaneously use 
spatial cues to mark thematic roles (Hall et al., 2010; Gibson et al., in press). We report two studies that 
systematically investigate the use of such spatial ñcase-markingò and its effects on word order. 
 

In Experiment 1 native English-speaking participants were shown animations depicting 16 transitive (8 non-
reversible and 8 reversible) and 8 intransitive (filler) events. They first described each animation verbally, and 
then gestured each animationôs meaning. Consistent with previous findings, participants i) uniformly used the 
SVO order in the verbal descriptions, ii) predominantly used the SOV order for gesturing non-reversible events 
(68% of trials), and iii) predominantly used the SVO order for gesturing reversible events (71% of trials). 
Critically, spontaneous spatial case-marking had a strong effect on the gesture ordering for the reversible 
events: 64% of the spatially-marked trials used SOV order (cf. 14% of the non-spatially-marked trials). In other 
words, the use of spatial case-marking made participants more likely to retain the default SOV order. 
 

Experiment 2 used the same procedure as in Experiment 1, but included a third component where participants 
were explicitly instructed to use spatial case-marking: they were told to use their left hand to gesture the agent, 
and their right hand to gesture the patient. The results from the verbal and the initial gesturing (with no specific 
instructions) components replicated the results of Experiment 1 (65.5% SOV for non-reversible events, 69.2% 
SVO for reversible events). In the critical component (gesturing with case-marking instructions), participants 
retained the SOV order for both non-reversible (87.6%) and reversible (85.5%) events. 
 

In conclusion, when case-marking information is available (generated either spontaneously or following specific 
instructions), participants retain the default SOV word order. This pattern of results provides strong support for 
the idea that at least two strategies exist in developing efficient communication systems. One strategy is to 
shift from the default SOV order to the SVO order to maximize meaning recoverability. And another strategy is 
to develop a system(e.g., case-marking) for indicating the thematic roles of the event participants.   
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Grammatical role primes spatial attention 
Timothy W. Boiteau & Amit Almor (University of South Carolina) 
twboiteau@gmail.com 

Previous research has shown that numerical processing is tied with spatial attention, such that for native 
speakers of languages with left-to-right writing systems, numbers 1-4 prime responses towards the left side of 
space, and numbers 6-9 prime responses towards the right side of space [1]. We hypothesized that the 
canonical positions of nouns within subject-verb-object (SVO) sentences in English will similarly impact 
comprehendersô spatial attention. Thirty-seven participants read single transitive-sentence items, presented 
one word at a time on the center of the computer monitor. All items contained both a male and female 
character, counterbalanced across items to appear as Subject or Object (see Table). Following each sentence, 
one of the character names appeared on either the left or right side of the screen. Participants were instructed 
to judge the character's gender, counterbalancing button-gender assignment across participants. The 
dependent measure was response time (RT). They were told that following the experiment there would be a 
comprehension test about the items they read, encouraging them to read each item carefully. A 2 x 2 x 2 
repeated measures ANOVA with factors Role (Subject vs. Object), Orientation (Left vs. Right), and Response 
Compatibility (Match vs. Mismatch) found significant effects for Role by Orientation, F(1, 36) = 9.92, p = .003, 
and Orientation by Response Compatibility, F(1, 36)= 7.01, p = .012. The Role by Orientation interaction was 
characterized by faster responses to Subjects appearing on the Left than on the Right, t(36) = 2.46, p =.02, 
and faster responses to Objects appearing on the right than to Subjects on the right, t(36) = 2.39, p = .02. The 
Orientation by Response Compatibility interaction was characterized by faster responses to the Left side of 
space than to the Right when response orientation and target orientation matched, t(36) = 2.25, p = .03 (see 
Figures). Our results show that grammatical role impacts spatial attention, probably as a result of repeatedly 
encountering written sentences with the canonical SVO format. Given the involvement of spatial mechanisms 
in referential processing [2] and the tight link between anaphora and gesturing [3], our findings may have 
implications for how referents are initially stored in the discourse model. 

Timing Event Subject Left Subject Right Object Left Object Right 

300ms Prime Mary Mary  Mary Mary 
300ms Prime kicked kicked kicked kicked 
300ms Prime John John John John 
300ms Prime in in in in 
300ms Prime the  the  the  the  
300ms Prime face. face. face. face. 
500ms Fixation + + + + 
4000ms Target Mary Mary John John 

Figures. RT in milliseconds on the y-axis and target orientation on the x-axis. Bars represent SE. 

References. [1] Hubbard, E.M., 
Piazza, M., Pinel, P., & Dehaene, 
S. (2005). Nat. Rev. Neuroscience. 
[2] Almor, A., Smith, D., Bonilha, 
L., Fridriksson, J., & Rorden, C. 
(2007). NeuroReport. [3] 
Konieczny, L., Haser, V., Muller, 
D., Weldle, H., Wolfer, S., & 
Hemforth, B. (2010). 23rd CUNY 
Conf. on Human Sentence 
Processing. 
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Weak and strong definites in sign language 
Thaís Sá, Guilherme Lourenço de Souza & Maria Luiza Cunha Lima (Universidade Federal de Minas Gerais) 
marialuiza.cunhalima@gmail.com 
 

Definite noun phrases such as ñthe TVò are generally viewed as referring to a uniquely identifiable entity. 
Carlson and Sussman (2005) proposed that sometimes definite NPs receive a weak reading, in which the 
uniqueness aspect is not central. In this study we turn to sign languages ï specifically Brazilian Sign Language, 
Libras ï to explore the potential of its spatial marking of reference to shed light on the weak and strong 
distinction. Sign languages rely on space to express reference, thus presenting different morphological 
encodings for reference when compared to oral languages: after introducing referents, signers assign a definite 
location for it in the space around their bodies. Whenever they refer back to those referents, signers point to 
the place to which the referent was assigned. Various authors have proposed that the mode of referent 
introduction in sign languages plays the same role articles and other determiners play in oral languages 
(Bahan et al, 1995).  

In our first experiment, we elicited the production of strong and weak definites by presenting eight Librasô deaf 
signers with 36 short videos with target items (ñthe TVò in the table below, with English translations) signed in 
the two conditions. Each target item was mentioned twice by different characters. This tested if the two 
mentions would be interpreted as coreferential - therefore uniquely identifiable and strong - or not. Subjects 
retold the sentences combining them into one. Results show that when introducing weak definites, signers use 
the space right in front of their bodies, which we called a neutral space, for both occurrences of the target items. 
In contrast, in the strong condition, signers introduced the referents either to the left or right hand side of their 
bodies in the first occurrence and pointed to that determined space in the second occurrence, indicating 
coreferentiality and therefore uniqueness.  

In a comprehension study, we presented deaf Libras signers with short videos in which referents were 
introduced with either the determined or neutral spaces. Subjects were asked to manipulate a visual display to 
match pictures of the referents to the characters of the sentences. Subjects tended to use only one picture of 
the target item for both characters in the strong condition and two pictures of the same item in the weak 
condition. Results show that Librasô signers reliably use the place of referent introduction to distinguish 
between uniquely identifiable and non-uniquely identifiable referents. This morphosyntactic distinction supports 
the interpretation proposed by Carlson and Sussman(2005) between strong and weak interpretations of the 
definite noun phrases. 

WEAK DEFINITES STRONG DEFINITES 

Character 1: I saw the accident on the TV. 
Character 2 : I also  saw the accident on the TV. 

Character 1: I bought the TV today.  
Character 2 : I loved the TV. 

TV introduced in the 
neutral space 
 

 

TV introduced in the 
determined space 
 

 

 

References 
Carlson, G. and Sussman, R. (2005). Seemingly Indefinite Definites. In S. Kespar and M. Reis (eds.), 
Linguistic Evidence: Empirical, Theoretical, and Computational Perspectives: Mouton de Gruyter. 
Bahan, B et al. (1995). Convergent Evidence for the Structure of Determiner Phrases in. VI Proceedings of the 
Sixth Annual Meeting of the Formal Linguistics Society (pp. 01-12). Bloomington: Indiana University Linguistics 
Club. 
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What happened (and what didnôt): Discourse constraints on alternative sets 
Scott Fraundorf, Aaron Benjamin, & Duane Watson (University of Illinois at Urbana-Champaign) 
scottfraundorf@gmail.com 

We investigated constraints on the alternative sets generated in comprehending written discourse. Evidence 
that alternative sets contribute to the long-term representation of discourse comes from recognition memory.  
[1] tested memory for discourses in which a context passage established a set of alternatives (Jupiter and 
Saturn, 1a) and a continuation mentioned one item from the set (Jupiter, 1b). Contrastive prosody on this item 
facilitated later rejections of a false statement about the alternative (Saturn) but not of an unmentioned item 
(Neptune). This pattern suggests the prosody promoted encoding of a specific alternative to the correct item. 
Although it has been argued that context constrains the set of encoded alternatives [2], it is unclear which 
aspects of context matter. We tested whether mention in the discourse was enough to establish a referent as 
an alternative, or whether alternative sets were further constrained by the situation model [3] of the discourse.  
We also tested whether the representation of alternatives, previously observed in spoken discourse, 
generalized to font emphasis in written discourse, which has been argued to have a contrastive reading [4]. 

Experiment 1 (N=48). Written versions of [1]ôs materials were presented for self-paced moving window 
reading. The critical word in each continuation (Jupiter in 1b) was manipulated to either receive font emphasis 
or not. (Between subjects, emphasis varied between italics and CAPITALS; both produced the same memory 
effect.) After reading all the passages, participants took a true/false memory test (2) containing true probes 
(Jupiter), false probes about the alternative (Saturn), and false probes about an unmentioned item (Neptune). 

We assessed memory performance using multi-level models. Emphasized text facilitated rejection of the 
alternative (z=2.05, p<.05) but not of the unmentioned item (z=0.11, p=.91), generalizing the representation of 
alternatives in discourse [1] to emphasis in written text. 

Experiment 2 (N=48). In Experiment 2, the initial context included an additional merely mentioned item, such 
as Neptune in (3). This item was from the same semantic category as the target, but the discourse established 
it as a less likely alternative. (The lexical items assigned to the alternative and merely mentioned conditions 
were counterbalanced across lists.) If prior mention is sufficient to establish an item in the alternative set, 
emphasis should equally help reject the alternative (Saturn) and merely mentioned item (Neptune). But if 
plausibility constrains the alternative set, emphasis should help reject only the plausible alternative. 

Emphasis was manipulated using capitals. Emphasis reliably facilitated rejection of the alternative, z = 3.47, p 
< .001, but not of the merely mentioned item, z = 1.07, p = .28. This effect is unlikely to be an artifact of 
baseline rejection rates, which were similar across conditions (alternatives: 65%, merely mentioned: 70%). 

Discussion. Font emphasis facilitated rejections in memory of a false statement about an alternative to the 
emphasized item but not rejections of a merely mentioned item. This result indicates that alternative sets 
encoded in response to emphasis are constrained by the situation model and not only by prior mention. These 
results also generalize the memory benefits of contrastive information to fonts in written discourse. 

1a. Expt. 1 context: Originally, the space probe Cosmo III was designed to fly past Jupiter and Saturn and 
send photos back from both planets. 

1b. Continuation: However, a glitch caused the photos taken of (Jupiter/JUPITER) to be lost. 
2. Test probe: Data from (Jupiter/Saturn/Neptune) was lost due to a bug in the space probe. 
3a. Expt. 2 context: Originally, the space probe Cosmo III was designed to fly past Jupiter and Saturn and 

send photos back from both planets. NASA needed this information for a future mission to Neptune. 

References. [1] Fraundorf, Watson, & Benjamin (2010). JML. [2] Rooth (1992). Natôl Language Semantics. [3] 

Zwaan & Radvansky (1998). Psych Bull. [4] McAteer (1992). Applied Cog Psych. 
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Implicit prosody and contextual bias in silent reading  
Katherine McCurdy (European Master of Clinical Linguistics), Gerrit Kentner (Goethe University of Frankfurt) & 
Shravan Vasishth (University of Potsdam) 
vasishth@uni-potsdam.de 

The experience of óhearingô inner speech during silent reading has long been noted, but its nature remains 
poorly understood. Current eye-movement studies of implicit prosody have uncovered effects at the level of 
lexical stress, suggesting that implicit meter interacts with syntactic category assignment (Breen & Clifton, 
2011). 

A recent study (Kentner, 2012) found evidence of implicit prosody guiding parsing in syntactic category 
assignment of the ambiguous German lexeme nicht mehr. In this phrase, mehr can be analyzed as part of a 
temporal adverbial phrase meaning ónot anymoreô, with main stress on nicht, or as the comparative syntactic 
complement to the verb, which requires main stress on mehr. When nicht mehr was followed by a verb with 
stress on the initial syllable (e.g. nachweisen) rather than the medial syllable (e.g. ermitteln), a preference to 
avoid stress clash led readers to assign nicht mehr the temporal reading more often, resulting in evidence of 
greater processing cost when the sentence disambiguated to the comparative reading. The following example 
illustrates this ambiguity: 

1. Der Polizist sagte, dass man nicht mehr [nachweisen/ermitteln] kann, [wer der Täter war/als die 
Tatzeit]. 

2. The policeman said that one couldnôt [prove/determine] [anymore who the culprit was/more than the 
date of the crime]. 

The present eye-tracking study investigates whether contextual bias can modulate the effects of implicit meter. 
If context shows an early influence on structural processing (Altmann & Steedman, 1988), then the 
prosodically-induced garden path on nicht mehr described above might be reduced or eliminated by a 
preceding discourse context favoring the comparative reading. 

Participants (N=48) read eighteen test sentences containing nicht mehr, all of which disambiguated to the 
comparative reading. Fillers included eighteen sentences in which nicht mehr resolved to the temporal reading, 
ensuring an equal proportion of sentences with comparative and temporal readings. All items were preceded 
by a context sentence with a bias toward one of the two readings. The biasing effect of context was assessed 
in a prior rating study. The factors of verb stress (initial vs. medial) and contextual bias (temporal vs. 
comparative) were crossed in a 2 × 2 Latin Square design and balanced in four lists across test and filler 
sentences. 

In the three-word ambiguous region beginning at mehr, main effects of verb stress were dominant, while early 
effects of context were almost entirely absent. Initial stress on the main verb yielded a significant increase in 
first-pass regressions on two of the three words, and a significant increase in re-reading probability for all three 
words. In the two-word disambiguating region, the disambiguating word itself (als) showed increased 
processing difficulty (lower skipping and increased re-reading probability) when verb stress produced a 
temporal bias, while the word immediately following showed main effects of context in those same measures. 
Taken together, effects of initial verb stress upon eye movements were swift and pervasive across first-pass 
and second-pass measures, while effects of context were relatively delayed. These results indicate a strong 
role for implicit meter in guiding parsing, one that appears insensitive to higher-level constraints. 

References. [1] Altmann, G., & Steedman, M. (1988). Interaction with context during human sentence 
processing. Cognition, 30(3), 191ï 238. [2] Breen, M., & Clifton, C. (2011). Stress matters: Effects of 
anticipated lexical stress on silent reading. Journal of Memory and Language, 64(2), 153ï170. [3] Kentner, G. 
(2012). Linguistic rhythm guides parsing deci- sions in written sentence comprehension. Cognition, 123, 1-20. 
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How focus particles like 'only' hamper the rejection of contrastive alternatives 
Nicole Gotzner, Katharina Spalek (Humboldt-Universität zu Berlin), & Isabell Wartenburger (Universität 
Potsdam) 
nicole.gotzner@hu-berlin.de 

Listeners are sensitive to contrastive alternatives in online language comprehension. For example, previous 
research has shown that contrast-evoking prosody leads to the activation of contextual alternatives to an 
accented word (e.g., Braun & Tagliapietra, 2010). Such alternatives play a crucial role in the definition of 
certain particles. So-called focus particles like only must refer to a contextually-salient set of alternatives (cf. 
Rooth, 1992) and the presence of a focus particle has been found to facilitate recall of focus alternatives (cf. 
Gotzner, et al., 2012). The current study used an immediate recognition memory paradigm to test how focus 
particles affect encoding of alternatives that are (1) explicitly mentioned or (2) implicit in the context. 

In the first experiment (n=42), participants were presented with auditory dialogs that introduced a set of 
elements and mentioned a person and an action (e.g., In the fruit bowl there are pears, cherries and bananas. I 
bet Anna ate cherries and bananas.). In the third sentence, one of the elements was mentioned again and 
carried intonational focus. The critical manipulation was whether the sentence contained the particle (a) only, 
(b) even, or (c) no particle (control) (e.g., No, she only/even/_ate pears) while the pitch accent was held 
constant. Immediately after exposure to the stimuli, the participants had to indicate whether a probe had 
appeared in the discourse and we measured the time it took (1) to recognize a target that was part of the 
introduced alternative set (cherries in the example), (2) to correctly reject a semantically-related foil (e.g., 
apples) and (3) to reject an unrelated probe (e.g., socks). The results showed that the rejection of the foils was 
slower in the two conditions with focus particles (a,b) relative to the control condition (c) (mixed effects model: 
only vs. no particle p<.05; even vs. no particle p<.05). Crucially, the unrelated probes did not show any 
differences across particle conditions (a,b,c). The effects of the particles on the recognition of correct 
alternatives were also not significant indicating that the particles neither facilitated nor hampered immediate 
recognition of contextually-given alternatives. 

The second experiment (n=24) examined the rejection of contrastive alternatives more closely. Typically 
speakers do not provide a listener with an explicit set of alternatives, rather, this set needs to be reconstructed 
from the context. Therefore, we reasoned that participants should be able to infer a set of alternatives from the 
particlesô meaning even if the context does not provide the alternatives explicitly. Subjects were either asked to 
reject a contrastively-associated probe word (nouns that could be substituted for a given focused element, e.g., 
dog vs. cat) or a non-contrastive associate (e.g., dog vs. leash). It was found that the particles only and also 
inhibited correct rejections of contrastively-associated probes (mixed effects model: only vs. control p<.05; also 
vs. control p<.05) while they did not affect the rejection of non-contrastive associates. This selective effect 
suggests that the presence of a particle encourages hearers to entertain alternatives to the expression in focus 
that can be replaced with it. Taken together, our results indicate that focus particles lead to additional 
processing costs when participants correctly reject potential alternatives to a focused expression. We assume 
that the particles encourage a hearer to infer a set of alternatives and this leads to an increased difficulty to 
decide that a foil had not appeared in the discourse. The study thereby extends previous research on the 
activation of contextual alternatives to the domain of focus particles. For the first time, we demonstrate that 
listeners are able to infer a set of alternatives solely based on the semantic definition of a focus particle and 
that this has an in impact on probe recognition memory. 

References  

Braun, B., & Tagliapietra, L. (2010). The role of contrastive intonation contours in the retrieval of contextual 
alternatives. Language and Cognitive Processes, 25, 1024-1043. 

Gotzner, N., Spalek, K. & Wartenburger, I. (2012, September). The impact of focus-sensitive particles on 
memory for focus alternatives. Poster presented at AMLaP 2012, Riva del Garda, Italy. 

Rooth, M. (1992). A theory of focus interpretation. Natural Language Semantics, 1, 75-116. 
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The effect of predictability in elided vs. non-elided constituents 
Alex B. Fine & Jeffrey T. Runner (University of Rochester) 
abfine@gmail.com 

Verb phrase ellipsis (VPE) has received a great deal of attention in both formal linguistic [1-2] and 
psycholinguistic [3-5] research. The major question from both perspectives concerns the nature of the linguistic 
representation that must be retrieved or constructed at the ellipsis site. Here, we ask a complementary 
question: what role, if any, does the contextual predictability of the elided VP play during the comprehension of 
ellipsis? We know that highly predictable linguistic material is generally easier to process than less predictable 
material [6]. Does predictability have the same effect when processing phonologically null material? If 
so, this would seem to indicate that (i) the online interpretation of ellipsis is sensitive to detailed lexical and 
semantic information in the elided VP, and (ii) the notion of predictability relevant to language comprehension 
may be less strictly form-based than is often tacitly assumed. Experiment. To examine the effect of 
predictability during the comprehension of VPE, we conducted a self-paced reading experiment in which 
subjects were presented with sentence pairs such as (1)-(4) in which ellipsis and VP predictability in the 
second conjunct were manipulated. Predictability was operationalized as the subjectively assessed ñtypicalityò 
of the VP (cited the book) given the NP (The chemist). 48 subjects read 24 sentences with ellipsis and 
predictability manipulated within participants and counter-balanced across experimental lists. The effects of 
ellipsis, predictability, and the interaction between the two on length-adjusted reading times during the 
underlined region (the auxiliary, the word too, and the following two words to allow for spillover effects) were 
assessed using linear mixed effects regression. Results. There was a main effect of ellipsis (p<.05): elided 
VPs were read overall faster than non-elided VPs. This effect held after controlling for the effects of both word 
length and the number of words per region. The effect of predictability was marginally significant (p=.056): VPs 
that were highly typical or highly predictable were read more quickly than VPs that were lower in predictability, 
replicating scores of comprehension studies finding effects of contextual predictability [6-8]. Crucially, though, 
the effect of predictability was qualitatively identical across ellipsis conditions, and the two-way interaction was 
not significant (p=.44). Discussion. Our study is the first we are aware of to suggest a global processing 
advantage for elided compared to non-elided constituents during online language comprehension, and the first 
to demonstrate an effect of predictability during the comprehension of phonologically null linguistic elements. 
The results have potential implications for theories of the role of prediction during language processing and for 
what types of linguistic information must be included in the representations that are accessed in the 
interpretation of ellipsis.  

1. Ellipsis/High Predictability: The chemist cited the book in her paper. Later, the physicist did too after 
seeing its relevance. 

2. No Ellipsis/High Predictability: The chemist cited the book in her paper. Later, the physicist cited it too 
after seeing its relevance. 

3. Ellipsis/Low Predictability: The chemist cited the book in her paper. Later, the cook did too after seeing 
its relevance. 

4. No Ellipsis/Low Predictability: The chemist cited the book in her paper. Later, the cook cited it too after 
seeing its relevance. 

References 1. Merchant (2011) 2. Sag (1976) 3. Tanenhaus & Carlson (1990) 4. Arregui et al. (2006). 5. Kim 
et al. (2012) 6. Hale (2001) 7. MacDonald et al. (1994) 8. Levy (2008)  
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Accents and boundaries both affect attachment 
Katy Carlson (Morehead State University) 
k.carlson@moreheadstate.edu 
 

In a sentence like (1), with a final adverbial which could attach to the higher clause (claimed last week) or the 
lower clause (arrived last week), we know that prosodic boundaries affect attachment. All else being equal, a 
prosodic boundary separating the adverbial from the nearest verb will favor high attachment [1]. In this study, 
we also manipulated the location of a contrastive pitch accent on the higher or lower verb, on the hypothesis 
that an accented verb might draw modification by the adverbial. Indeed, both the presence of a prosodic 
boundary and the location of accent significantly affected the interpretation of the sentences. This finding 
shows that pitch accents, in addition to their importance for discourse and information structure, can affect the 
process of generating the basic syntactic structure of a sentence. 

1.  a. John CLAIMED that Mary arrived IPh last week.  30% high attachment 
b. John CLAIMED that Mary arrived last week.  18% high attachment 
c. John claimed that Mary ARRIVED IPh last week.  22% high attachment 
d. John claimed that Mary ARRIVED last week.  12% high attachment 

 

In a written questionnaire (N=28), 20 sentences like this had a strong basic preference for low attachment, with 
10% of responses showing high attachment. The sentences were then recorded in the four prosodic conditions 
shown in (1), with the presence of a late prosodic boundary (an IPh boundary) and the location of a L+H* pitch 
accent varied. The adverbial had a H* accent in all conditions, and the non-focused verb was unaccented or 
had a non-prominent H*. In an auditory comprehension study, these conditions were played for listeners who 
then chose between two visually-presented paraphrases, indicating their interpretation of the sentences. As 
shown by the percentages in (1), there were significantly more high attachments when a prosodic boundary 
intervened between the lower verb and the adverbial than without the boundary (F1(1,57)=13, p=0.001; 
F2(1,19)=20, p<0.001). There were also significantly more high attachments when the higher verb was 
accented than when the lower verb was accented (F1(1,57)=12, p=0.001; F2(1,19)=10, p<0.01). There was no 
significant interaction. 
 

The finding that accents can affect attachment challenges the usual view of the role of pitch accents. They 
normally indicate emphasis and the given, contrastive, or new status of information within a context; in 
combination with the syntactic structure, they show the position of focus within a phrase [2]. These issues, 
while important, are not as integral to the basic structure of a sentence as attachment. Interestingly, previous 
research has found that some ellipsis structure ambiguities respond to pitch accents but not to prosodic 
boundaries [3], supporting the idea that accents and boundaries have different domains of application. This 
work shows the converse, with both types of prosody affecting syntactic structuring. There is then the question 
of what drives the accent effect on attachment. It may be that the accent increases the simple memorability or 
salience of a particular verb [4], and thus increases attachment to it; or the focus which the accent provides, 
and the related increase in semantic processing, may make one site more attractive for attachment [5]. 
 

References  
[1] Watson, D., & Gibson, E. (2005). Intonational phrasing and constituency in language production and 

comprehension. Studia Linguistica, 59, 279-300.  
[2] Rooth, M. (1992). A theory of focus interpretation. Natural Language Semantics, 1, 75-116.  
[3] Carlson, K., Frazier, L., & Clifton, C., Jr. (2009). How prosody constrains comprehension: A limited effect of 

prosodic packaging. Lingua, 119, 1066-1082.  
[4] Lee, E.-K., and Watson, D. G. (2011). Effects of pitch accents in attachment ambiguity resolution. Language 

and Cognitive Processes, 26, 262-297.  
[5] Schafer, A., Carter, J., Clifton, C., Jr., & Frazier, L. (1996). Focus in relative clause construal. Language & 

Cognitive Processes, 11, 135-163. 
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What counts as given?: Deaccenting and givenness effects in spoken comprehension 
Eun-Kyung Lee (Harvard Univ.), Tuan Lam (Northwestern Univ.) & Duane Watson (Univ. of Illinois) 
eunkyunglee@fas.harvard.edu 

Previous work (Arnold, 2008; Dahan et al., 2002) suggests that listeners interpret reduction as a cue to given 
information. However, what counts as given information is not clear. In this study, we investigate the 
constraints on which referents can be candidates for reduced referring expressions, focusing specifically on 
whether referents must be explicitly mentioned and whether they must be the sole referent that is focused. 

In Experiment 1, we tested whether listeners' interpretation of givenness relies on explicit linguistic mention or 
conceptual evocation. In a visual-world eye-tracking experiment, participants heard two instructions to 
manipulate referents in a visual display (Fig. 1) containing two cohort objects (sandal/sandwich), an object that 
was semantically related to one of the cohorts (loafer), and an unrelated object (phone). In the first instruction, 
one of the cohorts was referred to either explicitly (linguistically given) or implicitly (conceptually given). In the 
linguistically given condition, the cohort was referred to directly (Put the sandal on the triangle.). In the 
conceptually given condition, the cohort was mentioned using a superordinate term (Put the shoes on the 
triangles.). In the second instruction, participants were asked to move either the previously mentioned cohort 
(anaphoric) or the unmentioned cohort (nonanaphoric) and this expression was produced either with an accent 
or without (Now put the SANDAL/sandal/SANDWICH/sandwich on the star.). Eye fixations at the onset of the 
target in the second instruction revealed that listeners reliably expected the previously mentioned cohort as the 
referent of the reduced form (unaccented) when it was linguistically given (sandal), but not when it was 
conceptually given (shoes).  

In Experiment 1, however, the conceptually given condition (shoes) also differed from the linguistically given 
condition (sandal) in that the cohort shared focus with another referent in the first instruction. In order to 
investigate whether the absence of the accent effect in the conceptually given condition was due to shared 
focus, in Experiment 2, the cohort was conceptually given but was the only referent that was focused (the 
sandal was referred to indirectly: Put the orange object on the triangle., Fig. 2). There was no evidence that 
listeners considered the previously mentioned cohort as a referent when hearing the reduced form. The 
combined results from Experiments 1 and 2 suggest that explicit linguistic mention is required for information to 
be interpreted as given.  

In order to further examine whether explicit linguistic mention alone is sufficient for the givenness effect or 
whether the referent must also be a highly salient one, in Experiment 2, the cohort was explicitly mentioned, 
but occurred with another referent that shared focus (Put the loafer and the sandal on the triangles.). Again, 
there were no reliable effects of accenting or reduction. 

Taken together, our findings suggest that listeners' on-line interpretation of givenness may be more restrictive 
than that of speakers. While both linguistic givenness and visual givenness have been shown to lead speakers 
to reduce words (Kahn & Arnold, 2012), listeners only consider referents that are explicitly mentioned and 
highly focused as candidates for reduced referring expressions. 

                              
Figure 1. Example visual display for Expts. 1 & 3        Figure 2. Example visual display for Expt. 2 
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Effects of distal prosody on perceived word stress and syntactic ambiguity resolution 
Nina Gumkowski (Haskins Laboratories) & Mara Breen (Mount Holyoke College) 
gumkowski@haskins.yale.edu 

Recent studies demonstrate that non-local (i.e., distal) prosodic cues can influence speech perception. Dilley, 
et al. (2010) demonstrated that distal prosody can influence the perception of word boundaries in ambiguous 
strings, e.g., listeners perceive tie/mur/der/bee as either timer derby or tie murder bee depending on the 
prosody of the prior eight syllables. Brown, et al. (2012) demonstrated, in a visual world study, that a similar 
prosodic manipulation biased listeners to expect targets with specific stress patterns. Sentences like ñHeidi 
sometimes saw that juryò were manipulated to bias perception of the syllable ju- (dᾎᾆᴅ) as strong or weak. 
Although ñthat juryò was acoustically identical across conditions, listeners made more early looks to a picture of 
a jury when the distal prosody predicted stress on ju-, but more looks to a giraffe when the distal prosody was 
consistent with an unstressed gi- (dᾎᾆᴅ). 
 

The current experiment investigated whether stress expectations provided by distal prosody can influence 
syntactic ambiguity resolution. Thirty-two subjects listened to audio recordings and provided written 
completions of 24 globally ambiguous sentence fragments (1). The critical conditions (1a,b) ended with 
stress-alternating homographs like produce (noun: PROduce,verb: proDUCE). For each ambiguous item, there 
was a corresponding condition (1c,d) with an unambiguous strong-weak noun or weak-strong verb as the final 
(target) word. The pitch and duration of the first five syllables were resynthesized in 2 ways; in (1a,c), the 
prosody was intended to bias listeners to perceive stress on the high-pitched syllable of the target, biasing its 
interpretation as a trochaic noun (Noun-primed prosody); in (1b,d), the prosody was intended to bias listeners 
to perceive stress on the low-pitched syllable and interpret the target as an iambic verb (Verb-primed prosody). 
Critically, the homograph itself was acoustically identical across conditions. In order to have a High-Low pitch 
manipulation of the target words across all conditions and maintain an alternating pitch pattern, the duration of 
the penultimate word was lengthened in both noun-primed conditions (1a,c). 
 

Completion data demonstrated that, despite a bias to perceive the ambiguous homograph as a noun, the distal 
prosody biased listenersô interpretations. A binary mixed effects logistic regression on the proportion of 
noun-consistent completions of the ambiguous conditions (1a,b) revealed significantly more noun-consistent 
completions to Noun-primed prosody than to Verb-primed prosody, t = 2.848, p < .01. These results 
demonstrate not only the generalizability of the distal prosodic effect, but also that perceived stress can 
influence syntactic ambiguity resolution. 
 

(1)  
 (a) Noun-primed prosody, ambiguous    % Noun completions (SE) 
   H - L  H L H - L       H - L 
   Mothers  know  the  g o o d       produce  81.5 (2.0) 
 (b) Verb-primed prosody, ambiguous 
   L - H  L H L   H - L 
    Mothers  know  the  good    produce  73.4 (2.3) 
 (c) Noun-primed prosody, unambiguous noun 
   H - L  H L H - L       H - L 
   Mothers  know  the  g o o d       pasta  99.5 (0.3) 
 (d) Verb-primed prosody, unambiguous verb  
   L - H  L H L   H - L 
   Mothers  know  the  good    create  6.3 (1.3) 
  
Brown, M., Salverda, A. P., Dilley, L. C., and Tanenhaus, M. K. (2012). Proceedings of the 34th Annual 

Conference of the Cognitive Science Society. 
Dilley, L., Mattys, S. L., & Vinke, L. (2010). Journal of Memory and Language, 63, 274ï294. 
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A new look at negative sentence verification 
Ye Tian, Richard Breheny (University College London), & Heather Ferguson (University of Kent) 
ye.tian.09@ucl.ac.uk 

In the literature on negation, a widely cited finding for sentence-picture verification studies [1-2] is a 
polarity/truth-value interaction: while true affirmatives are easier to judge than false affirmatives, participants 
can take longer for true negatives than false negatives (TA < FA < FN < TN). Accounts for this effect either 
propose a specific verification procedure for propositional representations [1-2] or a specific mode of 
representing negative content, which involves first representing the positive argument of negation [3].  

We apply insights from dynamic semantics/pragmatics to language processing research to re-interpret this 
pattern. In current dynamic approaches, interpretation is the update of an information state which includes 
information bearing on the purpose of the utterance, commonly described in terms of Questions Under 
Discussion (QUDs) [4]. As demonstrated in [5], when presented with a simple negative sentence without 
context (for example 1a), participants will probabilistically infer a QUD wherein the positive proposition is at 
issue, (2a), as part of the comprehension process. In verification studies, the task QUD is (2c/d), so the 
sentence QUD, (2a), may interfere. In particular its incongruence with the negative items interferes with the 
verification process, and thus triggers a change in strategy: Initially, participants spontaneously infer what kind 
of situation supports the negative proposition, and verify such a situation with the picture. In this case, we 
should observe the same pattern for both positive and negative sentences, i.e. TA < FA < TN < FN. However, 
this strategy is hard for negatives due to the QUD interference. An alternative strategy is to answer the 
sentence QUD, (2a), and then, for negative sentences, reverse the polarity of that answer to do the task. This 
strategy will predict the interaction pattern TA < FA < FN < TN. We note that the interaction pattern is found in 
classic studies where long training blocks precede a lengthy, repetitive testing phase.   

We made two predictions: (i) in the classic paradigm, the RT interaction will only emerge in the late phase, (ii) 
No strategy change will be observed if we remove or reduce QUD interference in negative sentences (by 
adding a second object to the picture). One of the two pictured objects satisfied the predicate of the sentence 
(e.g. a picture of a whole egg alongside cracked sunglasses). Against this picture context, the QUD for a 
negative sentence is (2b), which is congruent with the negative target sentence (1a). Two groups (one-object 
or two-object picture) of participants saw 140 sentence (as in 1a,b,c or d) and picture pairs in a verification 
task. Results: In the one-object group, there was a pattern change: we found a main effect of polarity 
(F(1,39)=210.6, p<.001) and a main effect of truth value (F(1,39)=29.7, p<.001) in the early phase (first half), 
but an interaction between polarity and truth value (F(1,39)=6.7, p=.01) in the late phase. Together there is a 
significant polarity*truth-value*early-late three way interaction (F(1,39)=14.1, p=.001). This training effect is 
also observed in a longer (320 trials) experiment using the original Clark and Chase items. In the two-item 
group, no interaction pattern developed. We found main effects of polarity (F(1,39)=144.5, p<.001) and truth 
value (F(1,39)=68.7, p<.001) throughout the experiment. There was no three-way interaction (F<1.4). 

(1) a. The egg is not cracked.          (2) a. Is the egg cracked? 

(1) b. The egg is cracked.            (2) b. Which is not cracked? 

(1) c. It is the egg that is not cracked.  (2)c. Is it true that the egg is cracked? 

(1)d. It is the egg that is cracked.      (2) d. Is it true that the egg is not cracked? 

References: [1] Carpenter & Just (1975). Psych. Review, 82; [2] Clark & Chase (1972). Cog. Psych. 3; [3] 

Kaup, Lüdtke & Zwaan, (2005). Proc of CogSci., 27; [4] Ginzburg (2012). The Interactive Stance. OUP; [5] 

Tian, Breheny & Ferguson (2010). QJEP, 63. 
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The hypothetical property of ñifò-statements: A visual-world paradigm eye-tracking study 
Likan Zhan, Stephen Crain, Peng Zhou; (Macquarie University) 
likan.zhan@mq.edu.au (Likan Zhan) 
 

This study used eye-tracking in the visual world paradigm to test the hypothesis that ñif pò is assertable in a 
situation where the truth of ñpò is not acknowledged. In asserting an "if p, then q", speakers (hypothetically) add 
the content of "p" to their current stock of knowledge and make inferences about the truth of "q". Statements 
with ñbecauseò differ from conditional statements in that ñbecause pò is only assertable in situations where ñpò 
is known to be true. In the example (Fig. 1, right panel), the princess has eaten the apple, but has not eaten 
the banana. If the hypothesis is correct, then the object in the test image that satisfies the ñifò-statement, ñif the 
princess eats that __ò, is the banana, not the apple. By contrast, the only object that satisfies the 
corresponding ñbecauseò-statement, ñbecause the princess ate that __ò, is the apple, not the banana. We 
recorded participantsô fixations on test images (e.g., Fig.1, right panel) while they listened to test audios in 
Mandarin Chinese (Fig. 1, left panel). The experiment intended to see if the semantic contributions of the two 
expressions had sufficient psychological reality so as to guide participants in fixating more on the banana (area 
CF, Fig. 1, right panel) in the ñifò-statement, and more on the apple (area FA, Fig. 1, right panel) in the 
ñbecauseò-statement. We tested 40 Mandarin-speaking adults on 108 test trials (18 images × 3 connectives × 
2 objects). For the analysis, the temporal regions of interest began at the onset of the sentence, and 
partitioned the sentence in 39 temporal bins of 100ms each, ending at the onset of the mentioned object, 
ñbananaò or ñapple,ò at 3.9sec. The dependent variable was the proportion of fixations to an object (banana vs. 
apple) in a bin of interest divided by all fixations recorded in that bin (see Fig. 2). The data were then fitted with 
GLMMs (R: proportion ~ Bin + I*Bin^2 + I*Bin^3 + connective + (1 | subject) + (1 | trial)). The results confirmed 
our hypothesis (Fig. 2). On the banana, more fixations in ñifò-statement (p<.001), while less in 
ñbecauseò-statement (p<.01) were found, compared to the baseline ñwhenò-statement. To the apple, by 
contrast, more eye-movements in ñbecauseò-statement (p<.01) and less in ñifò-statement (p<.001) were found, 
compared to the baseline. Further analyses in each bin (R: proportion ~ connective + (1 | subject) + (1 | trial)) 
suggest that the effects mainly occurred after the onset of the verb (p<.01) (Fig. 2., dotted rectangles). 
Fig. 1. A typical trial.            

 
Fig. 2. The main experimental findings.  
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Implicatures in uncooperative contexts: Evidence from a visual world paradigm 
Anna Pryslopska (SFB833, University of Tübingen) 
anna.pryslopska@student.uni-tuebingen.de 

Scalar implicatures are a hot topic among linguists and there is much controversy as to how they are computed. Neo-
Griceans [4] argue that semantic and pragmatic meanings are processed in two hierarchically ordered stages, 
causing implicatures to be delayed in comparison to purely semantic quantifiers like all. Defaultists [3] claim that 
listeners arrive at the pragmatic meaning automatically and not later than e.g. for all. Relevance theorists are divided 
in their assessment; some [2] claim implicatures can be computed immediately and effortlessly, while others [1] 
consider it a time and resource consuming process. The present study addresses this debate in a visual world 
experiment which is partially a replication of Grodner et al., but also investigates whether implicatures are computed 
when a prerequisite for communication in Gricean terms ï cooperativity ï is lacking. Will implicatures be computed 
immediately (defaultists), will they be delayed (relevance theorists) or even absent (Neo-Griceans)? 

A pretest aimed at confirming that the German quantifier einige (some) carries an implicature, as it does not fully equal 
some. 64 fillers and 16 items in 4 conditions were distributed over 4 lists. The conditions were pairs of pictures (7x7 
matrix with 4 colors) and quantified sentences (eg. ñIn my bag are some red pebbles.ò): quantifier all was paired with a 
picture where all pebbles were of the relevant color and none with a corresponding none-picture; some was paired 
with two pictures, some and all. A condition of false pairs was added for control. 32 German native speakers judged 
the pairsô acceptability on a 7-point scale with the option to refute the pair as unacceptable. Some+some conditions 
judged better that some+all (F1(1,29)=132.4). False controls were rejected 92.4%, items <11% of the time. 

Materials in the eye-tracking experiment were almost identical to the pretest. The factors were quantifier type, picture 
(both: some, all, none), and speaker (coop., uncoop.). 2 randomized experimental lists were counterbalanced for 
speaker gender. 112 fillers and 24 items in 6 conditions: quantifier × speaker paired with the three pictures. The targets 
for all and none for both speakers were the corresponding pictures, whereas for some the target was some for the 
coop. and all for the uncoop. speakers. 22 German native speakers were played a card game with a friendly and 
opposing confederate where they were forced to make and respond to utterances resembling the items. This ensured 
that the participants were accustomed to speaker types. In the following eye-tracking part, they were asked to view 3 
randomly ordered pictures in a visual world and listen to an utterance made by one of the speakers. The task was to 
choose the picture that best fits the utterance. With some utterances, all-picture for some quantifier was chosen 
significantly more often when the speaker was uncooperative (z=0.0003). A GLMM analysis revealed that for the 
cooperative speaker, the pragmatic target of some was fixated as early as the target of all. In uncooperative cases 
there was a substantial temporal delay between some and all quantifiers: picture (some, all) × quantifier (some, all) × 
bins (5-10, 11-20) × cooperative (yes, no), z=3.4.  

To sum up, in standard, cooperative contexts implicature computation was fast and automatic. However, in 
uncooperative cases the implicature was computed lateer due to the cancellation and re-computation processes. The 
results replicate Grodner et al. They are consistent with both the defaultist and the relevance theoretic view [2]. 

References 

[1] Bott, L. and I. Noveck (2004). ñSome utterances are underinformative: the onset and time course of scalar 
inferences.ò Journal of Memory and Language 51(3), pp. 437-457. 

[2] Breheny, R., N. Katsos and J. Williams (2006). ñAre generalised scalar implicatures generated by default? An on-
line investigation into the role of context in generating pragmatic inferences.ò Cognition 100(3), pp. 434-63. 

[3] Grodner, D.J. et al. (2010). ññSome,ò and possibly all, scalar inferences are not delayed: Evidence for immediate 
pragmatic enrichmentò. Cognition 116(1), pp. 42-65.  

[4] Levinson, S. (2000). Presumptive Meanings: The Theory of Generalized Conversational Implicature. Cambridge, 
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Focus inhibits free associates 
Mary Byram Washburn, Elsi Kaiser, Maria Luisa Zubizarreta (University of Southern California) 
byram@usc.edu  
 

Contrastive focus is frequently analyzed as introducing alternatives to a contrastively focused constituent (c.f. 
Rooth 1992), such that a sentence like óJANE loves Markô evokes alternatives to Jane, the contrastively 
focused constituent  (e.g., Pam, Amy, ex.1).   
 

1)  Jane loves Mark:  
 

Past experimental work has shown that contrastively focusing a constituent makes it easier to access its 
alternatives.  Norris et al (2006), Braun & Tagliapietra (2009), and Byram Washburn et al. (2012), in priming 
studies, found that alternatives to a contrastively focused prime are accessed faster than non-alternatives. The 
current work explores whether this facilitation depends on the semantic nature of the alternatives--in particular, 
whether the alternatives are (a) semantic associates of the target word (as identified by free-association 
norms, Nelson et al., 1998) or (b) contextual associates evoked by the sentential context (but crucially not 
semantically associated with the target word). To preview our results: Using mouse-tracking methodology 
which provides fine-grained data about the alternatives that people are considering (Freeman & Ambady, 
2010), we find that semantic alternativesïbut not contextual associatesïare inhibited. 

 

Method. Participants (n=24) saw two words in the top corners of the computer screen, and heard a sentence 
(e.g. ñRoberta took an art class so she painted a cliff.ò). The final word was the target. Participants were 
instructed to use the mouse to click on the word that best fit the end of the sentence. Conditions: We 
manipulated the prosody of the auditorily-presented sentence and the nature of the visually-displayed words 
shown on the computer screen: The target word was prosodically focused (contrastive L+H* accent) or 
unfocused. On the screen, participants saw (a) a semantic associate (ledge) and a nonsense word (twarked), 
or (b) a contextual associate (portrait) and a nonsense word (twarked), OR (c) a semantic associate and a 
contextual associate. The semantic associates were selected using the University of South Florida free 
association norms, and had an average association strength of .21 to the target. The contextual associated 
were selected by means of a fill-in-the-gap norming study so they were contextually predictable. Crucially, they 
were not free associates of the target.  

 

Results. Mouse tracking measures the difference between the actual mouse trajectory and an ideal trajectory 
(straight line to the chosen word). Deviations towards the distractor indicate that the participant is considering 
the distractor (cf. fixations in eyetracking, Spivey et al., 2005). We found that when participants saw a 
semantic associate and a nonsense word, they clicked on the semantic associate, as expected, regardless 
of whether the prime was focused. Crucially, mouse trajectories deviated away from the semantic associate 
more when the prime was CONTRASTIVELY focused than when it is was unfocused (pôs<.05 for maximum 
deviation). This suggests that contrast suppresses activation of semantic associates. When participants saw a 
contextual associate and a nonsense word, they ultimately clicked on the contextual associate, regardless 
of focus.  Mouse trajectories in this condition show no indication of an effect of prosodic focus influencing the 
processing of contextual associates.  This suggests that the set of alternatives is composed only of semantic 
associates of the focused constituent. Interestingly, though, when the participants saw a semantic associate 
and a contextual associate, they generally favored the semantic associate and tended to choose it even 
more when the prime was focused.  This suggests that alternatives might be initially inhibited, but eventually 
receive additional activation. 
 

Summary. As a whole, our results suggest that focus causes the set of alternatives to be, at least initially, 
inhibited, and that the set of alternatives evoked by contrastive focus is composed only of the semantic 
associates of the focused constituent. 
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Incremental computation of scalar implicatures: An ERP study 
Les Sikos, Sam Tomlinson, Hilary Traut & Daniel Grodner (Swarthmore College) 
lsikos1@swarthmore.edu 
 

Recent evidence on the time course of processing Scalar Implicatures (SIs) is mixed. Some results suggest 
that SIs are processed immediately at a scalar expression (Breheny et al. 2012; Grodner et al. 2010), while 
others suggest that SIs are delayed relative to their literal meanings (Huang & Snedeker 2009; Bott & Noveck 
2004). Here we investigated the incremental processing of SIs in two experiments using event-related 
potentials (ERPs). Previous ERP work has demonstrated that underinformative clauses (Some people have 
lungs) elicit processing difficulty (reflected in an N400) compared to informative clauses (Some people have 
pets), though only for pragmatically skilled participants (Nieuwland et al. 2010). The goal of the present study 
was to compare scalar vs. non-scalar quantifiers (Exp 1: some vs. all; Exp 2: many vs. all) within three levels of 
informativity (Table 1). This design allowed us to compare brain responses at the quantifier, sentence-final 
word, and verification. Individual differences in pragmatic skills were also assessed via the Autistic Spectrum 
Quotient. 
 

Methods. Participants (N1=48; N2=30) read and responded to 216 statements (36 per condition) from a naïve 
speaker in a simulated dialogue. Following Bott & Noveck (2004), participants were trained to interpret scalar 
quantifiers as implying not all. Each trial was followed by a delayed (500ms) sentence-verification task. 
 

Results and Conclusions. Exp 1: ERPs at the scalar quantifier some diverged negatively from all in an early 
window (230-440 ms) post word onset. We propose that this ñscalar effectò may reflect anticipatory processes 
related to scalar quantifiers providing a functional signal that more complex conceptual integration is 
forthcoming. Consistent with this hypothesis, at sentence-final target words, scalar-UI elicited more left-frontal 
negativity than non-scalar-UI 300-400 ms post word onset. Finally, verification elicited differences 1500-2500 
ms post target word onset, which patterned with difficulty (accuracy; response time) rather than with quantifier 
type. These results suggest that computation of a SI begins at the scalar quantifier and influences expectations 
for upcoming words, leading to semantic processing costs for words that deviate from expectations.  
 

ERPs for high and low pragmatic-skill groups (median split) exhibited largely the same patterns. However, only 
high-skill participants showed a larger N400 for scalar-INF vs. non-scalar-INF (300-500 ms).  This extends 
prior findings that individuals with greater communication skills make immediate use of pragmatic information. 
 

Exp 2 replaced the scalar quantifier some with many and replicated several key findings from Exp 1: many 
elicited an early left frontal negativity relative to all, demonstrating that the scalar effect is not idiosyncratic to 
some. Further, sentence-final words in scalar-UI sentences were more negative than in non-scalar-UI. 
However, both of these effects were less robust and more fleeting than Exp 1. High-skill participants again 
showed significantly greater processing activity for scalar-INF. 

  
This work supports the view that SI calculation begins immediately at the scalar expression. It also extends 
previous results to the weaker scalar quantifier many.  
 

Condition               Example stimulus Item                             Veracity  
Scalar-INF                 I believe that some/many people have pets.            T        

Non-scalar-INF         I believe that all people have pets.                           F         
Scalar-UI                   I believe that some/many people have lungs.  F        

Non-scalar-UI           I believe that all people have lungs.                         T        

Scalar-False             I believe that some/many people have planets.       F 

Non-scalar-False      I believe that all people have planets.                  F 
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Stress position congruency hinders word production: Evidence from the picture-word interference 
paradigm 
Claudio Mulatti (University of Padua), Simone Sulpizio & Remo Job (University of Trento) 
simone.sulpizio@unitn.it 

In any polysyllabic language with no fixed stress position, a core issue for speech production is how speakers 
retrieve and assign stress to words. The model of word production of Levelt, Roelofs, and Meyer (1999) posits 
that, during word phonological encoding, the retrieval of the word metrical representation occurs in parallel with 
the retrieval of the segmental information and, crucially, that these two processes take the same amount of 
time. A consequence of such architecture is that priming either of the two processes should not affect total 
processing time, since the system has to wait for the slower, unprimed process to complete its computations 
(cf. Roelofs & Meyer, 1998). However, if one of the two processes (e.g. the retrieval of the metrical 
representation) is slowed down, then this slowing should affect total processing time, since the system has to 
wait for this slower process to complete its computation. In the experiment here reported we tested the latter 
prediction using Italian, a language in which stress is lexically based and has to be retrieved from memory 
(with an exception only; see Sulpizio, Job, & Burani 2012).   

Participants performed a picture-word interference task: to-be-named target pictures were presented along with 
to-be-ignored, written distractor words superimposed on the target. Targets and distractors had either the 
stress in the same position (congruent condition, e.g., pa.VO.ne 'peacock' ï su.SI.na 'plum') or in a different 
position (incongruent condition, e.g., pa.VO.ne 'peacock' ï MO.du.lo 'form'). Levelt at al.ôs (1999) model 
postulates that units representing a particular metrical structure are shared among words with that particular 
metrical structure, thus co-activating the same metrical representation during processing. This being the case, 
the production rule that selects the metrical node in the congruent condition deals with a unit that is connected 
to both the distractor ï and that therefore should not be selected ï and the target ï and that therefore should 
be selected. The system needs to accumulate enough information for the appropriate decision to be made and, 
hence, target naming RTs are predicted to be slower in the stress-congruent condition than in the 
stress-incongruent condition. Results showed this to be the case, with participants taking 41 ms longer to name 
target pictures in the congruent (same stress) than in the incongruent (different stress) condition. Since in order 
to comply with the instructions of a PWI task (i.e. name the target and ignore the distractor) the distractor has 
to be blocked (Roelofs, Piai, & Schriefers, 2011) we propose that the production rule waits until ï after 
distractor blocking ï the activation of the distractorôs morpheme unit drops below a given threshold so that the 
production rule considers it inactive: at this point, only the target nodes are active and the production rule can 
safely select the activated metrical structure unit. The stress-congruency interference effect thus suggests that 
metrical information contributes to the organization of the lexicon and may act, at least within the production 
system, as a clustering parameter of the lexical units. 
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Lexical differentiation in language production and comprehension  
Si On Yoon, Sarah Brown-Schmidt (University of Illinois at Urbana-Champaign)  
syoon10@illinois.edu 

We explored the breadth of the relevant discourse context in production and comprehension. Production 
research suggests the relevant context is quite broad, based on findings that speakers distinguish new 
discourse referents from non-present referents discussed in a previous context. For example, after referring to 
ñthe treeò, a different tree is more likely to be called (ñthe tree without leavesò) even though only a single tree is 
currently visible (Van der Wege, 2009). 
 

E1 was designed to replicate this ñlexical differentiationò effect. On each trial, a speaker (S, n=16) and 
experimenter (E) viewed four pictures on screens (e.g., shirt, glasses, shoe, ax); the target was highlighted on 
Sôs screen. S instructed E to click on the target. In the contrast (C) condition, S described a ñcontrastò item 
(e.g., checkered shirt) in entrainment and then the target (e.g., striped shirt) at test. In the non-contrast (NC) 
condition, S described an unrelated item (e.g., towel) in entrainment, and the target (striped shirt) at test.                                                                                                                                                                     
E1 Results. In the NC condition, on test trials Ss referred to the target with a bare noun phrase (89.9%) and a 
modified noun phrase (10.1%). In the C condition, Ss modified 17.6% and used bare noun phrases only 66%, 
a significant difference (z=2.81, p<.01). Moreover, these bare noun phrases in the C condition were often 
distinct from the ones used to refer to the contrast during entrainment (16.4%, e.g., knife, sword). Thus, in the 
C condition, Ss differentiated the target from the contrast through both modifiers and subordinate-level nouns. 
 

E2-3 examined whether listeners (L) show differentiation effects by monitoring Lôs eye movements during the 
same task. In E2 (n=32), two factors were manipulated: (1) Whether the basic level object term for the target 
(e.g., shirt) was previously used to refer to a different token from the same category during entrainment 
(historical condition, e.g., Click on the shirt), or not (ahistorical condition, e.g., Click on the bottom right object). 
(2) Whether the test instruction differentiated the novel target object from the previously-experienced contrast 
(e.g., Click on the striped shirt), or not (e.g., Click on the shirt). Like E1, entrainment trials were repeated 6x 
and there were 1-10 trials (M=6.1) between the last entrainment and test trial. E2 Results: Analysis of Lôs 
target fixations showed non-modified nouns were interpreted faster in the historical context, whereas modified 
nouns were interpreted equally rapidly, regardless of the historical context. The results offered no evidence 
that listeners generate lexical differentiation expectations when interpreting references to a novel exemplar 
from a previously referenced category term (t=1.362, p>.05). However, listeners might have expected lexically 
differentiated terms, but were unable to accurately predict the specific form of the differentiated term. 

E3 used subordinate-level nouns to test for differentiation in comprehension. We hypothesized that 
subordinate nouns may be more predictable, increasing the likelihood that Ls could make a useful 
differentiation-based prediction. During entrainment, L (n=32) interpreted Eôs reference to pictures using basic 
level nouns such as the dog (as referring to, e.g., a German Shepard). Test scenes had 4 new objects 
including a second exemplar from the same object category (e.g., a poodle), a subordinate-level cohort 
competitor (poolðcompetes with ñpoodleò), a basic-level cohort competitor (dockðcompetes with ñdogò), and 
an unrelated item (racquet). A cohort-competitor paradigm was used and two factors were manipulated: (1) 
Entrainment type (historical or ahistorical); (2) Target type on test trial (subordinate level object [e.g., ñpoodleò] 
or basic level object that was a cohort-competitor with a previously-entrained basic-level noun [e.g., ñdockò]). 
Analysis of Lôs preference to fixate subordinate targets vs. competitors (ñpoodleò vs. pool), and to fixate basic 
targets vs. competitors (ñdockò vs. dog (poodle)) showed no evidence of expecting subordinate-level 
expressions (ps>.05). 
 

The findings suggest that the breadth of relevant discourse context differs across production and 
comprehension. Ss show more sensitivity to things they have said before, due to better knowledge of the 
relevant context, whereas Ls have the task of inferring what the S believes is the relevant context; this 
inferential process may be more error-prone.  
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Does message similarity facilitate sentence formulation? 
Agnieszka E. Konopka (MPI for Psycholinguistics), Stefanie E. Kuchinsky (Medical University of South 
Carolina), & Antje S. Meyer (MPI for Psycholinguistics) 
agnieszka.konopka@mpi.nl 

The generation of an utterance begins with event apprehension and continues with sequential linguistic 
encoding of all message elements [2]. The timecourse of formulation, however, is relatively flexible and varies 
with the ease of structural encoding [3]. While previous work has shown that syntactic structure may be primed 
independently of thematic roles across sentences [1], here we tested whether exposure to conceptually similar 
events interacts with structural processes to facilitate the mapping of a message onto a sentence.  

Young adult native Dutch speakers (n=41) performed an eye-tracked picture description task with 36 prime-
target picture pairs embedded in a list of 160 filler pictures. On target trials, participants described pictures of 
transitive events (e.g., a dog chasing a mailman). On prime trials, they saw pictures where the action was 
related or unrelated to the action in the targets and heard a recorded active or passive description (The 
paparazzi is following / photographing the queen; The queen is being followed / photographed by the 
paparazzi) that they had to repeat out loud. The similarity of prime and target events at the conceptual level 
and lexical level was confirmed with norming (perceptual similarity of related and unrelated picture pairs was 
held constant). The structural manipulation served to test the joint effects of similarity in conceptual structure 
and linguistic structure on sentence formulation. We predicted effects of the structural primes (a) on the form of 
target descriptions particularly when target events were similar to prime events, and (b) on eye movements 
(fixations to the agent and patient), (c) even in the absence of behavioral structural priming. 

As expected, (a) the structural primes influenced the form of target sentences (structural priming), and priming 
effects were larger between primes and targets with related than unrelated verbs (the semantic boost in 
structural priming). Timecourse analyses of the eye movements (performed with quasi-logistic regressions and 
growth curve analyses; GCA) tested at what stage event similarity influenced formulation.  

Event Similarity: Event similarity did not influence early eye-movements (i.e., event apprehension, 0-400ms 
after picture onset), but predicted when speakers deployed attention to the subject character after 400ms. In 
active sentences, (b) speakers looked briefly at the patient between 400 and 700 ms before re-directing their 
gaze to the agent; this shift of gaze was less pronounced after related than unrelated prime events, suggesting 
that speakers found it easier to continue encoding the sentence when describing similar events. 

Event Similarity and Structural Priming: After 700 ms, shifts of gaze to the agent in active sentences occurred 
more quickly after active than passive primes with related verbs, indicating earlier encoding of this character 
when formulation was supported by a recently used linguistic structure. When producing the dispreferred 
passive structure, speakers also directed more looks to the patient after passive primes than active primes 
(GCA), particularly when prime events were related to the targets. Event similarity and Prime structure 
impacted formulation even when speakers were not behaviorally primed (e.g., produced an active sentence 
following a passive prime): (c) fixations to the patient tended to be more peaked and shifted earlier after 
passive primes, and again this effect was larger after exposure to related prime events. 

Thus eye movements revealed that message similarity and structural priming can affect formulation for 
preferred and dispreferred syntactic structures alike and even in the absence of behavioral priming. These 
effects were observed throughout the linguistic formulation process (from 400 ms onwards), suggesting a tight 
link between the ease of message formulation and the mapping of this message onto a linguistic structure.  
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Incremental planning of complex noun phrases in sentence production 
Maureen Gillespie (University of New Hampshire), Victor S. Ferreira (University of California San Diego) & T. 
Florian Jaeger (University of Rochester) 
mtc2@unh.edu 

Formulating sentences requires planning of lexical and structural content, and currently there is little 
consensus about the scope of advance planning in language production. There is evidence that speakers use 
an extremely narrow scope of planning and plan utterances nearly word-by-word (e.g., Brown-Schmidt & 
Konopka, 2008; Griffin, 2001; Wheeldon & Lahiri, 2002); however, there is also evidence that speakers plan 
aspects of full phrases, and even simple sentences, in advance of speaking (e.g., Smith & Wheeldon, 1999; 
Wagner et al., 2010). 

Nearly all scope of planning research examines planning that occurs prior to speech onset, but it is clear that at 
least some amount of planning occurs as speech is produced (Griffin, 2003). The scope of lexical/grammatical 
planning of non-subject noun phrases (NPs) was examined in a video description task that elicited 
semi-spontaneous speech. Sentences took the form "Bob moved the (big) chair (in the circle) above the dog."  
The critical NP (chair) could require prenominal or postnominal modification due to a co-present contrast. 
Speech onset times (SOTs) and the durations of the first three words which were identical across modifier 
conditions (Subject, Verb, Object Determiner) were measured. Additionally, durations of the head noun (chair) 
and preposition (above/below) appearing after the object NP were also measured to assess whether high 
planning demands can 'spill over' and affect speech rates at later points in time. 

Mixed effect models predicting log duration were used. There were no effects on SOTs. Subject (Bob) 
durations were longer for prenominally modified NPs compared to bare NPs, with the postnominally modified 
NPs and bare NPs showing equal Subject durations. The Verb (moved) and Object Determiner (the) durations 
were longer for postnominally modified NPs compared to bare NPs, with the prenominally modified NPs and 
bare NPs showing statistically indistinguishable Verb and Object Determiner durations.  There was no effect 
of NP modification on the duration of the head noun of the object NP nor the preposition following the object 
NP. 

These results suggest that speakers dynamically adjust their speech rate based on planning demands (Fox 
Tree & Clark, 1997; Griffin, 2003). In one sense, planning of NPs appears to be incremental: The order in 
which the modifier occurs in the utterance affects when durational lengthening is observed. However, some 
aspects of planning do not seem to be limited in scope to one syllable, word, prosodic word, or even syntactic 
phrase. At least some advance  grammatical planning of the object NP takes place during the first few 
hundred milliseconds of articulation. Under the assumption of cascading planning (Griffin, 2003), the planning 
scope in production may not be a fixed structural unit; instead, preparation of a particular element (e.g., 
prenominal vs. postnominal modification) is initiated during a time window that minimizes the probability of 
becoming disfluent or suspending speech later in the utterance.  
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Modeling word duration in language production 
Andrés Buxó-Lugo, Dominique Simmons, Duane Watson (University of Illinois at Urbana-Champaign) 
buxo2@illinois.edu 

It is a well-known phenomenon that speakers lengthen words that are new, informative, or unpredictable in a 
conversation while shortening words that are given, predictable or non-informative (e.g. Aylett & Turk, 2004; 
Bell et al., 2009; Fowler & Housum, 1987; Jurafsky, 2001; and many others).  A puzzle for psycholinguists is 
understanding why. One explanation of these duration effects is that the duration of words partly reflects the 
complexity of underlying production processes.  Speakers produce words that are new or informative with 
longer duration because those words are actually more difficult to say.  Words that are more activated require 
less articulation time (reduction) while words that are less activated require more articulation time 
(lengthening).  However, if lengthening is linked to planning difficulty, what benefit could a speaker derive from 
lengthening a new word once articulation has already begun?  

In this paper we argue that the serial nature of phonological encoding may lead to reduction and lengthening. 
In current models of word production (Sevald & Dell,1993; OôSeaghda & Marin, 2000), phonological selection 
is a serial process, and as such, lengthening might occur at points of complexity in phonological encoding in 
order to provide sufficient time for encoding to take place. Thus, the strategy we use is to first understand 
whether a serial encoding model predicts complexity at varying points within a word and across words.  Then 
we test to see whether English speakersô durational choices match predicted points of complexity by the 
model.   

Rather than model phonological encoding we modeled encoding of groups of phonemes that corresponded to 
morphemes in compounds.  This was done to simplify both training of the model as well as measuring 
durational changes in human productions.  We used a simple recurrent network (SRN) inspired by Dell et al. 
(1993).  Two models were trained to produce two-word vocabularies.  One model was trained to produce two 
compounds that overlapped in their initial morpheme (e.g. layover, layout).  The other model was trained to 
produce compounds that overlapped in their final morpheme (e.g. outlay, overlay).  The input to the model was 
activation of one of two nodes corresponding to the lemma for the target word.  The output of both models was 
a predicted component morpheme (lay, out, over, or a word boundary).   On each cycle, the target lemma input 
node was activated and the model was required to produce the correct output morphemes in sequence.  At 
test, the summed-squared error for the output nodes was higher for SRNs that were trained on word pairs with 
initial overlap than those trained on words with final overlap. This is consistent with previous interference 
effects found in the literature (Sevald & Dell, 1993; Jaeger et al. in press). Critically, in both models, the 
summed-squared error was higher for the non-overlapping morpheme than for the overlapping morpheme (e.g. 
over and out in layover layout).   

To explore whether listeners lengthened words at points predicted by the model, we used a paradigm 
developed by Sevald & Dell (1993).  Fifteen participants produced compounds in alternation as quickly as 
possible for eight seconds.  The compounds either overlapped in their initial morpheme (e.g. layover, layout) or 
final morpheme (e.g. overlay, outlay).  The duration of the component morphemes in critical conditions was 
compared to baseline conditions that did not consist of overlapping compounds (e.g. layover, handout).  We 
found that points of complexity predicted by the SRNs corresponded with lengthening in participantsô 
productions.  Overall, words that overlapped initially were produced with longer duration than words that 
overlapped finally.  Furthermore, slow-downs were significantly greater for the non-overlapping morpheme than 
for the overlapping morpheme.  These data suggest that a serial retrieval process like phonological encoding 
can result in complexity that is linked to similarity across words.  This reveals itself through SRN error and 
lengthening in human production at similar points. This suggests that, more generally, reduction and 
lengthening of a word may be linked to the process of phonological encoding.  



1.38                    Poster Session 1  

88 
 

How do speakers think for speaking in a VOS language? 
Takuya Kubo1, Manami Sato1, Hajime Ono2 & Hiromu Sakai1 (1Hiroshima University, 2Kinki University)  
takuyak0625@gmail.com 

Introduction. According to the óthinking for speakingô hypothesis, speakers accommodate their thoughts to the 
demands of linguistic encoding when speaking [1]. To put this into the recent model of language production [2, 
3], how people encode message (message encoding) can be influenced by the language they speak 
(grammatical encoding). Recent studies on nonverbal event description (i.e. depictive gestures) argue that 
gestural orders reflect a sequencing for representing events at the cognitive level. Although tested languages 
were limited in SO languages where Subject (Actor) precedes Object (Patient), the Actor-Patient order was 
strongly preferred in nonverbal as well as in verbal event descriptions [4, 5], suggesting that message planning 
is closely linked to grammatical encoding. On the other hand, this raises a question of whether speakers of OS 
languages in which Patient precedes Actor accommodate their thoughts to the Patient-Actor word order. To 
investigate this issue, we conducted an experiment consisting of verbal and nonverbal event descriptions in 
Kaqchikel, a Mayan language spoken in Guatemala, whose basic word order is VOS [6].  

Experiment. Thirty-one native speakers of Kaqchikel participated in the experiment, involving verbal as well as 
nonverbal event descriptions. Since Kaqchikel allows SVO order as well as VOS order, we first conducted a 
verbal description task to investigate the number of VOS sentences they produced. About 6 months later, the 
nonverbal description task was conducted with the same participants. We predict that if message encoding is 
influenced by the way in which one speaks, there should be a correlation between word order and gestural 
order. That is, the more participants produce sentences in the Patient-Subject order, the more they should 
generate gestures in the Patient-Agent order.  

Method. In the verbal description task, participants described 24 line-drawn pictures depicting simple transitive 
events, in a random order intermixed with 18 filler items. In the nonverbal description task, we selected 18 line-
drawn target pictures that were appropriate for the gesture task. Participants described the pictures using 
gestures to a Kaqchikel collaborator who pretended not to have seen the pictures before.  

Results. Large individual differences were observed in the production rate of the Object-Subject word order 
(ranging from 0-86.4%, average of 18.5%) while they were less obvious in the gestural rate of the Patient-Actor 
order (ranging from 0-40, average of 9.6%) (Figure1). Analysis using the Pearsonôs correlation coefficient 
indicated that the relationship between the rate of Object-Subject sentences and that of Patient-Actor gestures 
was not significant (r=0.297, p>0.1). 

Discussion. First, lack of correlation between the frequency of VOS verbal production and the ordering 
preference of Patient-Actor gesture production suggests that the language one speaks does not necessarily 
influence the way one cognitively represents the event. Second, the natural order of event representations is 
Actor-Patient not only for speakers of SO languages [4,5], but also for speakers of OS languages. Third, our 
results suggest that the message encoding processes in OS languages may not be distinct from those in SO 
languages. In sum, the Patient-Actor word order in OS languages may not be generated in the message 

planning level, but is determined in the grammatical encoding level.  

References. [1] Slobin. (1987). Papers from the 13th Annual Meeting of the 
Berkeley Linguistics Society. [2] Ferreira & Slevc. (2007). The Oxford 
handbook of psycholinguistics, 453ï469. [3] Tanaka et al. (2011). JML, 65, 
318ï330. [4] Goldin-Meadow et al. (2008). Proceedings of the National 
Academy of Sciences, 105(27), 9163-9168. [5] Langus & Nespor (2010). 
Cognitive Psychology,60, 291-318. [6] Matzar et al. (1999). Gramatica del 
Idioma Kaqchikel. 
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Comparing measures of word confusability and their effect on speech production 
Esteban Buz & T. Florian Jaeger (University of Rochester) 
ebuz@bcs.rochester.edu 
 

To what extent are the systems underlying language production organized to facilitate efficient information 
transfer? According to one position, words are articulated with more signal when they are confusable with other 
words [1, cf. 2]. According to others, the phonetic realization of words is predominantly or exclusively 
determined by ease of articulation [3-5]. In comparing these hypotheses, researchers have relied on a variety 
of measures of confusability. Previously used measures make the assumption that all phonemes are equally 
confusable. We first compare two of these measures against each other and a novel measure of word 
confusability based on a database of perceptual word-to-word confusability. We then compare the predicted 
effect of these measures on word durations from a picture-naming database. 

Log word durations were derived from a picture naming study (40 target words; 60 fillers; 36 participants). 
Each target had one neighbor occur in the experimental list to add to potential confusability. Targets had a 
large continuum of confusability. We compare three operationalizations of confusability: (1) lexical neighbor 
count (NHD); (2) the sum of all lexical neighborsô frequencies (fNHD); (3) the frequency-weighted probability of 
confusing a word with any neighbors (fCON) [cf. 6] based on word-to-word perceptual confusability matrices 
[7]. In all measures a neighbor different from the target word by one phoneme. A version of each measure was 
derived from each of three lexical databases: MRC2 [8], CELEX2 [9], and SUBLEXus [10]. Add-1-smoothed 
frequency counts were used for the two frequency-weighted measures. All measures were log-transformed. 

Comparisons of the same measure across databases yielded high correlations (.80<r<.90). Comparisons 
of different measures within the same database yielded high correlations for NHD and fNHD (.86<r<.92), 
but low correlations of those measures with fCON (.31<r<.47). More confusable words were associated with 
shorter duration regardless of measure and database. This effect reached significance (1) for NHD in all 
databases, (2) for fNHD in MRC2 and CELEX2, and (3) for fCON in SUBLEXus. All effects held when 
frequency was controlled for. This effect suggests that these measures of confusability do not affect speech 
rate, at least not in monologues (non-interactive picture description). Instead, speech rate was facilitated for 
words with multiple neighbors. Remarkably, binning the targets (high vs. low confusability) yielded the opposite 
result, suggesting an explanation for conflicting results in the literature ([11, 12] vs. [5]).
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